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CHAPTER 1

introduction And Executive Summary,

This document is the final report on novel techniques for

reducing the BCM vulnerability of tactical communications.

Tactical communications have been plagued by having had so

many constraints placed on them that there has,.in the past,

been little attention paid to the vulnerability of field sys-

tems to electronic countermeasures. Army tactical communica-

tions are applied in a wide variety of circumstances and hostile

environments. The systems employed include field radio HF,

VHF and UHF single channel and multichannel and SHF satellite

communications .both fixed and mobile. In addition, there are

line of sight microwave radio systems and UHF tropospheric

scatter over the horizon. The deployment of various tactical

field radios is prodigious and each system must frequently

operate in a grid network tied to a backbone transmission sys-

tem and switching centers. The application on the tactical

communication is widely varied and includes voice, data, mess-

age store and forward. Any or all of the information may be

analog or digital and may or may not be encrypted.

Vulnerability to jamming of such tactical communication

systems has been recognized for some time, but because of con-

flicting restraints cost, and the apparent unavailability of

a sufficiently small, inexpensive, and reliable technology tc

implement ECCM techniques, these techniques have lagged behind.

1CCM techniques come in many different forms and they in-

-



elude various modes of spread spectrum (PN direct sequence,

frequency and time hopping, chirp, etc.), signal cancellers,

diversity, coding, hall steering antennas, power control, and

transmission coordination among the favorites. In this study,

where we concentrate on multichannel digital communications we

address some ideas which would appear to have the greatest

possible impact on ECD[ effectiveness given, the constraints

imposed by the tactical scenario and even more specifically by

the nature of tactical multichannel communications. These

constraints form a checklist of issues in tactical multichannel

communications which guided our thinking and they are:

* Small, stationary, isolated transmitters

* Relatively low cost

Limited bandwidth availability and preassigned frequency

allocation

* The quality of transmission may be allowed to depend on

jamming conditions and on the priority class of the user

0 The availability of channels and the concomitant grade of

service (G.O.S.) may be allowed to depend on jamming conditions

and on the priority class of the user

* Highly sophisticated jar-ers are unlikely (it could be

easier to destroy the antenna tower)

' There may exist a geometric distribution of both

friendly and unfriendly interference.

This checklist, while formidable in the limitations that

it imposes on what is achievable, !oes nevertheless narrow

-A-



the focus on those ECCM techniques which stand a chance for

success. The bright side of the picture is the anticipation

that VHSI and VLSI technique which will be available by 1985

will allow the practical implementation of many of the novel

ideas which today would appear too sophisticated. With this

in mind we have chosen for investigation six ideas which appear

to be promising. They are:

* Channel monitoring and adaptive channel capacity

allocation (Chapters 2 and 3)

* Means for protecting the synchronization of multi-

channel digital communications (Chapter 4)

* The use of low rate block and convolutional codes in

lieu of traditional spread spectrum (Chapter 5)

S Adaptive null-steering antenna arrays (Chapter 6)

* Bandwidth reduction with multiple alphabet si;nalling

(Chapter 7)

* Frequency Hopping systems (Appendix A).

The following is a brief synopsis of each Chapter of this

reooTt.

Chaoter 2 - Bit Error Rate Monitoring Using

Extreme Value Theory

in order to be able to react to a jamming condition, it

is necessary to monitor the channel. In a digital system the

bit error rate (BER) is the most logical and directly signif-

i:ant variable to observe. Unfortunately, a working system

requires a very low BER (< 10 5) so that long measurement

_ .... _.!-k-



times are often necessary to obtain an estimate of BER with

any reasonable confidence. Now since the signal and noise

structure is known, it is possible to obtain estimates using

extreme value theory CEVT) more directly and more quickly Cwith

fewer measurements than would appear to be necessary). The

monitoring technique described here is relatively simple to

implement and is directly amenable for use in conjuction with

the dynamic channel allocation scheme described in Chapter 3.

Chanter 3 - Dynamic Allocation Of Channel Capacity

Given that we can monitor the condition of the channel and

determine whether or not a jammer is present, we could, ordi-

narily go into a spread spectrum mode to provide processing

gain (PG) and corresponding jam protection for communications.

However, since most tactical radios are bandwidth limited and

tend to use the available bandwidth to provide 6, 12, or 2.4

or more voice and data channels, it is not possible to merely

spread the emissions without some sacrifice. One way to ensure

performance and protection for an important class of users is

,o use the bandwidth of possibly less important users during

an attack. This need not mean that the less important users

are denied access to communications but rather that their grade

of service CG.O.S.) may be lowered by increasing the probabilitv

that they will be denied access to the service Cdepending on the

total demand). For example, while in a non-stressed situa:ion

all users might have access to all channels, under stress

priority class #! might be assigned 90-100% of the channel

--



capacity while a lower priority class might have access to only

say 40% of the channel resources. The question is then how

does one make the assignment to keep some measure of overall

performance at a satisfactory level. In Section 2 we show a

method for making the allocation so that high priority users

maintain their GOS under jamming while lower priority users

still have reasonable, albeit reduced access to communications.

Specific examples illustrate the method. We believe the

method can be made adaptive in conjunction with the channel

monitoring scheme proposed in Chapter 2.

Chavter 4 - Susceptibility Analysis Of A Frame Synchronization

Technique For Multichannel Frequency-Hopped BNCFSK

Systems In Partial-Band Noise Or CW-Tone Jamming

Perhaps the most vulnerable aspect of a multichannel time

division multiplexed digital signal is the mechanism and signal

format used for frame synchronization. If frame synchroniza-

tion is lost or otherwise interferTed with then the bit stream

becomes useless as an information signal. in this Chapter we

investigate the effect of various partial band jamming signals

on the frame synchronization. The analysis is presented in a

general form in order to permit parametric studies for optimiz-

ing the frame synchronization anti-jam technique. Several

numerical examples are worked out of the given formulas in

order to show the effect of noise jamming without frequency

hopping, noise jamming and partial hard Jamming with frequency

hopping and various signal to jam ratios on the probability of

correct frame synchronization. It would appear that perhaps

-5



greater protection ought to be given to the frame Synch signal

than has hitherto been the case. Several coding schemes are

possible candidates.

Chater S - Low Rate Error Correctinz Codes

As An Alternative To Conventional Soread Suectrum

Since direct sequence spread spectrum .derives its nrocessing

gain by integrating over many DS chips per data bit, the modulated

DS signal can be viewed as a low rate code. The DS modulation

however is not exploited as a code since none of its structural

properties Cexcept autocorrelation) is exploited. Indeed DS

pseudo-noise can be viewed as an "inner" channel operation which

is undone by the receiver correlation and quite independent of any

data that is sent. As such it is an "applique" and we should be

able to do better, at the same information rate; by coding. in

this Chapter we propose a particular class of low rate linear

block codes because 1) they have the best distance properties

for their length and Z) they are amenable to effective simple

majority logic decoding. We show the construction of both enccder

and decoder and present an analysis of the performance of these

codes. Because of the code structure, we can not only correct

errors and thereby improve the bit error rate (BEa) for a siven

spread spect-um over conventional methods Cin the range of

interesting E/No) but we can also detect errors which allow us

either to retransmit or to delete blocks with many more errors

than we can correct. There are many situations especiall in

the transmission of digiti:ed speech when it is preferable to



delete error blocks than accept them. Thus the several perfor-

mance measures are a.naly:ed. They are bit error rate (3ER),

undetected bit error rate (UBER), and data bit deletion rate

(DBDR). The analysis prompted numerical investigations by

computer and asymptotic analysis to determine the precise range

where coding gain (over spread spectrum) is achieved. In the

range of Eb/N of 10 dB or greater for hard decision decoding,
b0

significant coding gain is achieved. The BER can be reduced -V

orders of magnitude below that achievable by straight spread

spectrum. The UBER and DBDR are even more impressive. These

codes also lend themselves to soft decision decoding when coding

gains of 10 dB or more are theoretically possible down to 3 dB.

Further in this chapter, we propose a new class of very low

rate convolutional codes which we call "Complete Convolutional

Codes." These codes are characterized by the property than for

constraint length K the generators consist of all 2k-l binary

polynomials (all tap connections) and hence form ia vector s.Dace.

These codes have demonstratable good performance and coding gain

since we show that the free distance of the codes can be explicitly

derived and an upper bound on BER can be computed from this free

distance.

Significant advantages can be had by using coding as an

alternative or in conjunction with spread spectrum. These advantages

are summari:ed in the chapter.



Chazter 5 Adaptive Null Steering Antenna Arravs

Perhaps the most promising of ECCM techniques available in

a bandwidth limited environment is that of null steering antennas.

It may be possible to achieve 40 or 50 dB of jamming margin with

hardly any substantial bandwidth expenditure. Fur-thermore,

tactical multichannel radio communications usually exist on

stationary sites and do not have to operate on rapid angular

dynamics (as in a plane) so that perhaps costs can be manageable.

The problem in adaptive arrays however, is that they may be

vulnerable to "blinking" jammers matched in period to the nat-ural

modes of the array loops. In this section, a basic analysis,

starting with first principles is made for adaptive antenna

arrays. Both the linear mean square (LMS) or Widrow algorithm

and. the maximum signal to noise (SNR) or Applebaum algorithm are

considered. The important result is that we can determine the

exact deterministic transient solution and periodic solution of

the differential equations of the array. We believe that this

has never been done previously and that this will have an enormous

impact on the understanding of the vulnerabilities and design of

adaptive arrays. In particular, it should shed light on the effects

of "blinking" jammers Ca subject which has recently received much

attention by experimenters). Furthermore, the ability to solve

the equations explicitly for deterministic signals allows us

fortuitously to obtaL the analy-tic behavior of the adaptive ar.ay

=nder stochastic or noisy jajming signals. The pursuit of :his

-8-



approach should give us a fairly complete picture of the effects

of various j ammers on adaptive arrays and the means to make them

more effective.

Chavter 7 - Modulation and Spreading Technicues

This chapter presents the results of an extensive effort to

discover the optimum multialphabet modulation scheme to be used

with spread spectrum that will result in the "best" combination

modulation/spreading with respect to a jammer under the constraint

of limited total bandwidth. Various modulation schemes were

considered including BPSK, QPSK, 16-ary QASK, FSK and the effects
that a number of jammers would have on them. It appears that

QPSK for direct sequence on how coherent FSK with coding in a

frequency hopped system is best. The curves in this chapter can

be used to demonstrate the trade-off possible by using adaptive

and dynamic channel allocation as discussed in chapter 3.

ChaDter 8 - Conclusions and Recommendations

This very brief chapter is included to provide an overview

of which has been accomplished, how and whether some of the ideas

that evolved during the course of this work ought to be implemented,

and some recommendations for further work both in analysis and in

development.

-9-



Anvendix A - Scread Snectrum 3ackz.-und

Frequency He-ovinl

In this appendix we provide an up to date and thorough

review of frequency hopping. This appendix together with those

of a companion report by S consultants are a self-contained

exposition of spread spectrum, its important features, problems

and limitations. Several of the topics in this appendix have no:

appeared in the literature before. The treatment here includes

the properties of frequency hopping, correlation, e-ffects of

partial band jamming, the use of coding, acquisition, digital

frequency synthesiser and a comparitive analysis of frequency

hopping and direct sequences modulation.

- 10



CMAPTER 2

Bit Error Rate Monitoring Using Extreme-Value Theory

The general technique and rationale for using extreme-value

theory EV T) as the basis for a bit error rate CBER] performance

monitor is described in [2.1]. An appendix is included at the

end of this section which contains extracts from [2.1) and hence

it provides the basis for the remainder of this section. The

specific manner in which it will be used in the current study

will be described below.

As can be seen from either [2.1] or the Appendix, each of

the two BER estimates (i.e. one which estimates the number of

+l's in error and one which estimates the number of -l's in

error) depends upon two parameters. One parameter (labeled u)

is a function of both the location of the initial distribution

as well as the spread or the standard deviation of the distri-

bution of the underlying samples, while the second parameter

(labeled a) is inversely proportional to the standard deviation

of the initial distribution. When estimating the number of

-l's in error one is interested in the right hand tail of

the density and hence, in the notation of [2.1]-[).5J, in the

parameters un and an. Analogously, the parameters uI1 and a

are appropriate for estimating the left-hand tail of a density

and hence are used to estimate the number of +I's in error.

If it is assumed that we are dealing with a coherent

QPSK system and that we are estimating the BER in one of the

two biphase channels, then for equally likely input dsta, the

ll 1 -



n=umber of *I's in error should, on the average, ecual the number

of -l's in error. Also, from the defining equations for

ul1 *1 in the Appendix, it can be seen that for thi situation,

un  -u I  (2.1

and

n 21

Using these two equations, it is reasonably straightforward to

determine when a jammer is present. Consider, for example, a tone
I

jammer, the effect of which is to cause a shift i7 the probability

density of the final test statistic. Figure 2.1 illustrates a

typical situation. Figture 2.la shows the density functions when

the jammer is not present. Figure Z.lb shows the effect of the

jammer assuming the shift Cdue to the jammer) is to the right.

It is clear that many more *1 decisions will be made than -1

decisions, hence the existence of an outside disturbance re.g.

a jammer) has been confirmed. Alternately, ul>>Iun , thus vio-

lating Eq. .C2.l).

rf instead of being a tone jammer the interference had been

a noise jammer, the situation would look as shown in Figure Z.1c.

Now the number of -1 decisions is still equal to the number of

-1 decisions, but because the variance of either density is much

larger than what it initially was, the values of or an will be

much smaller, thereby indicating the presence of an outside dis-

turbance. This latter statement assumes that reasonable esti-

mates of aI and a, say iI and i n, respectively, can be

obtained when the jammer is present and

-12



I (a) No jammning

(b) Tone Jammner

(c) Noise jamm~er

Figure 2.1 Qualitative Effect of Jammning



before any counter-measures have been taken to combat t.he jammer.

This will only be the case if a learning period is provided

during which time the receiver knows whether a given sample

is a :1.

rf this learning period is not provided, one can still

get an indication of the jammer's presence in the following

manner: As described inl], the parameters al, aa, u 1 , and un

are all estimated using the extremes (either maxima or minima)

of sets of a samples. When the learning period is absent, some

of those extremes will be incorrect, and in particular, when

the noise jammer is present, most of these samples will be

incorrect. However, they will be incorrect in a very specific

manner, namely they will all be very close to the threshold

used to distinguish between tl's (zero in this case). This

will result in a very small standard deviation and hence a

very large value of a. Hence even though an incorrect value

of ( is being obtained, it will nonetheless be different

enough from the value of a obtained when the jammer was absent

to clearly indicate the jammer's presence.

Having determined the fact that the system is being ja. med,

it remains to indicate what response to the jammer the system

should initiate. Ideally, one would like to use just enough

counter-measure (e.g. spectrum spreading) to bring the system

back to where it was Cin a BER sense) before it was jammed.

This, however, requires precise knowledge of the BES while

the system is being jammed and before any counzer-measure is

initiated. Because ET is only accurate on :he tail of a

- 14 i



density, and because the system at this point is no longer

operating on the tail, accurate BER estimation using E% cannot

take place. Therefore, a compromise is to spread the spectrum

some predetermined amount, say 50% of the total possible spread,

and test to see if this puts the system back on the tails Ce.g.

test to see if the estimated parameters 019 an$ a,, and dn

return to their pre-jamming values). If it does, operate the

system as it is, if it does not,.spread the spectrum the remain-

ing 50%. Assuming the system has at its disposal enough pro-

cessing gain to nullify the jammer, the system will at one of

the two steps above return to operating at a low BER, and accur-

ate BER estimation can then once again take place.

To verify the above procedure essentially requires a com-

puter simulation. However, some indication of how it will

perform can be obtained by assuming a specific system and using

the true parameter values whenever they are needed. Therefore

assume we are looking at the inphase channel of a QPSK system

CoT equivalently a simple BPSK system) consisting of a coherent

demodulator followed by an integrate and dump filter. The

signal is received in the presence of additive white gaussian

Nonoise (AWGN) of two-sided noise spectral density r as well

as the (potential) presence of a gaussian noise jammer occupying

a bandwidth equal to that of the main lobe of the signal

spectr.-M.

There are two considerations that must be addressed in

evaluating the error-rate monitoring procedure for this situa-

tion. Since, as was indicated above, for the noise jammer the

- 15 -



key parameters are a and any it has :o be ascertained :hat

these values do indeed undergo a significant enough change in

value when a jammer is present Cfrom what they were when the

jammer was absent), and tbat given a sizable enougb change in

value, this change can be estimated from samples of the detected

waveform.

Consider the first question. Because both the noise and

interference are gaussian, the output statistic of the receiver

has a symmetrical probability densit-r. Under th;is condition, it

is straightforward to show that a n . Therefore onlyr values

of a, need be considered. "or any density, aI is defined by

CL ar n:ECu I)( .3

where u1 is the solution of the following equation (see the

Appendic):

•1 ("'4)

In (Z.3) and (2.4), FC') and fC') are the cumulative distribu-

tion function and probability density function, respectively, of

the output statistic and the significance of n is explained in

[2.1-[Z.5] and will be seen below. If 'he signal component

of the output statistic for the problem at hand is normalized

to unity, it can be shown in a straightfo-rward manner that the

following equation holds:

- 1-6
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where E is the signal energy, S the signal power, J the jammer

power, 2fc the bandwidth in Hert: of the mainlobe of the signal

spectrum, T the duration in seconds of one data symbol, and

x v 2

4,(X) 1fe'
Bxamle " dy (2.6)r xample -" i

Assume now that the system is operating with an E/No of

10 dB and without any spr'ead spectrum processing gain. With

no jammer present, aI can be shown to equal 14.6 when n=103.

J
If a jammer with 30 dB more power than the signal Ci.e. 3 30 dB)

2
in a bandwidth of 2-c- suddenly starts to interfere with

-3
signal, the value of a reduces drastically to 1.7 x 10

if the system uses this reduction in aI as an indication

of the jammer's presence and hence spreads its spectrum by a

factor of, say, 500 (i.e. 2fcT 1 1000), a1 will then increase

to 4.4. This clearly indicates that while significant improve-

ment in system performance has been obtained by spreading the

spectrum, the spread was not sufficient to bring the system

back to the point it was before the jamming signal was received.

in any event, it is seen that m1 does indeed undergo a signif-

icant enough change in value.

Relative to the second question, suppose we have a learning

period available and that a1 is to be estimated by a, defined

as follows:

*min
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where

(, N6 min  S -I . T - (.a
1 ul (2.7)n

is the estimate of the standard deviation of the minimum of n

samples of the output statistic and is obtained by computing

the sample standard deviation of N siples, each one being the

smallest from a group of n independent samples of the output

or the receiver. The rationale for the estimate of (2.6) is

described in [Z.7' and (Z.31. Each of the X. in (2.7)
. min

is the minimum of n independent samples, and is the sample

mean of the N minima.

Obtaining the exact probability density of 6, does not

appear to be tractable. Therefore, an approximation which

becomes more and more valid is N increases will be used. In

(Z.Z1 and (Z.3], it is shown that (al)1 is asymptotically aor-

mal with mean equal to I/a, and variance equal to l.1/N1 . There-

fore, using this asymptotic result, we obtain a confidence inter-

val on i, as follows:

P { aa I. b}l

where a and b are constants and (-) is defined in (2.6).

If, for example, we are interested in the probabilit' of

l being within a factor of two of its true value when N=214,

then

- 13 -
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Therefore, notwithstanding the fact that we are using an

asymptotic result for finite N (e.g. N - 20), it appears that

one can indeed obtain an accurate enough estimate of a to deter-

mine when the system is being jammed.

Conclusions

From the above results, it is clear that EVT can serve both

to indicate the presence of a jammer as well as to estimate the

average probability of error of the system once a sufficient

degree of processing gain is given the system to combat the

jammer. Furthermore, the actual implementation of such an

error rate monitor is relatively straightforward, requiring only

that extreme samples taken from sets of samples of the final re-

ceiver test statistic be accumulated and then used to compute

the estimates of the u's and the a's (e.g. Eq. (2.7). From

these estimates, the desired estimates of probability of error

as given by Eqs. (A.1) and (A.2) of the Appendix are simply

obtained.
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Appendix to Chapter 2

Review of Extreme-Value Theory

Given a collection of n did random variables, there are

certain conditions on the distribution Jfunction oi the random

variables such that the distribution of the largest random

variable irom the set of a can be expressed in an asymptotic

:orm (see, e.g. [Z. 3-[Z.5]. Specifically, Gumbel in i .n

shows there are three distinct asymptotic forms. Of the three,

the so-called "e..onential type" appears to be of most interest.

This limiting form (for maximum values) applies for any initial

distribution which goes to zero on its right-hand tail in a

manner similar to an exponential. In particular, it is shown

in the above references that, with F(x) and f(x) the initial

distribution and density functions, respectively, if

lim - - lim f
x-C- T-7 ' x- ".x-

then the distribution function of the maximum value is given by

F x). exp. -exr-a ,[ %X-un]

where
F u) - 1 -.

n a

and

- n:.0 -



The analogous condition for the left-hand tail (i.e.,

minimum value) is as follows. If

Ii~m fj (X 1 k x)X-* rT7 X.P.,, F

then

F minCx) - l-exp [eexPmICx-u1)1]

where

F(u!) = 3

and 0I anf(U1 )

Since, in general, the underlying initial distribution is

unknown, the parameters un, *n, Ul, a1d CL have to be estimated

from sample values. This usually proceeds as follows. A total

of K-nN samples from a given distribution are taken and divided

into N groups of n samples per group. If it is desired to esti-

mate un and an' in each of the N groups the largest of the n

samples is chosen. From these N largest values, it can be

shown that a variety of procedures exist from which un and an can

be estimated. A method for obtaining maximum-likelihood estimates

of un and an is described in (2.3) along with various other

estimation techniques.

It is desired to estimate u! and zI' a similar procedure

usin; minimum instead of maximum values can be ierfor.,ed. Finally,

ap.propriate estimates for the two types of error in a binary

- 21 -



digital communication system are given by

fa a X -e x n ['ax ' -'un) ]C.l

and

Pfd -exp [ l Cxt'uI) (A. 2)

where x is the threshold that the system is operating with (e.g.

zero for a BPSK system) and where the two probatilities have

been labeled Pfa and Pfd in analogy with classical radar notation,

to represent the false alarm and false detection probability

respectively.
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CHAPTER 3

Dynamic Allocation of Channel Capacity

In the Interim Report for the period September 30, 1978

to January 31, 1979, a specific technique for the dynamic allo-

cation of channel capacity was presented. This technique made

use of an equivalent traffic model in which users from different

priority classes shared a certain percentage of the total

resources available, and were then credited with a certain

"effective" traffic which was in general greater than their

actual traffic. This increase in traffic was of course due to

the fact that the channels assigned to a given user class, say

the ith class, were in general available to other user classes

and hence affected the grade of service (GOS) (i.e. the proba-

bility that an incoming call will be blocked) ef a user in the

ith class.

However, further analysis of that model demonstrated that

it had a significant flaw to it. This can be demonstrated as

follows: Assume a channel allocation between two user classes

is as shown in either Table 3.1 or Table 3.2 below.

Table 3.1

:hannel

user 1 2 3 . . . . n1  n,l n 1  .......... C

1 x x x . . o o ... ....... c

0 0 0 .. 0.. x x ....... x

25 -EV 
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> 'channel Table 3.2

user 1 Z 3 1 al . .. . ... . C

I x x x .0 x x ..... .0

0 0 .... 0 x x . ...... x

In both allocation schemes, there are a total of C channels.

In the first scheme, user class #1 has nI channels fully dedicated

to it, while in the second scheme, user class 41 has access to

n.l* channels, aI on a fully dedicated basis, and one channel

(the l ) on a shared basis with user class #Z. For a given

offered traffic of user class *1, say e, erlangs, it is physically

obvious that the GOS I of user class #1 with the secona allocation

scheme has to be better than the GOS I with the first allocation

scheme. Yet because the GOS 1 of user class #1 was computed in

the Interim Report based upon the "effective" traffic, which was

a linear combination of the actual traffic of user classes

#1 and #Z, it is clear that for some value of e. (and all higher

values), the actual (i.e. offered) traffic of user class ,

the GOS I of the second allocation scheme will appear to be

poorer than the GOS1 of the first allocation scheme.

In other words, the flaw with the traffic model presented

in the Interim Report was the minner in which the shared trafii:

was combined to yield the "effective" traffic, this latter

quantity being the basis for the COS calculations. Therefore,

for this present report, it was necessary -o use a different

traffic model, and such a model will be presented below. While



the original motivation for changing to this new model was

to avoid the flaw just described in the old model, it turned

out that this new model had the further advantage of being easier

to use. in particular, whereas the first model required the

computation of the pseudo-inverse of an NxN matrix, N being the

number of priority classes, no such calculation is necessary

with the current technique. In what follows, the model will

first be described, and then numerical results illustrating its

behavior will be presented.

Assume that there are three basic priority classes with ni

users in the ith class, inl,2,3, and let

n - ni  (3.1)i-i

be the total number of users. Let ei be the number of erlangs
t2.

of traffic of the ith priority class, and let

3
e e (3.2)

While there are many types of priority assignments that

could be made, the following one will arbitrarily be considered

in the remainder of this section: User class #1 will have highest

priority, followed by #2 and then #3. All users from all classes

will have access to every channel. However, if a user from class

#1 is blocked when attempting to access one of the channels,

that user will be allowed to "bump" one of the #3 users (pro-

viding at least one of the channels is in fact occupied by a

'3 user) and hence gain immediate access to the channel.

Given the above model, the grade-of-service (GOS) for a user

2.|



in each of the three priority classes will be computed. Assume

:here are a total of c channels, where in zeneral c<n and in

most instances c<<n, and denote by P(c,e) the probability o

blocking in a system with c channels and e erlangs of traffic

as computed. from thxe so-called Erlang-B model.

Consider user class #1. A call will be blocked in this

case only if all c channelsare occupied by either other #1

users or #2 users. To compute this probability, consider the

probability of one channel, say the jth channel, being occupied

by a user from class #i. Denoting this latter probability

by Pi' we have

Pi Pfchannel j occupied by a user form #i channel j is

occupied] - P[channel j is occupied].

The conditional probability on the rhs will be taken to be 1i/n.

The second term on the rhs is computed as follows:

c
P[channel j is occupied] - P[channel j is occupiedl

k-o

exactly k channels occupied] P[exactly k channels occupiedi

c e k
c c

Therefore

Ca k-0 C

23
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Using (3.3), there is straightforward to show that

Pri, ,k,Z" A ' i channels used by #1, j channels used by #2,

k channels used by #3

L channels not being used,

C! pi p p k 1 -P-P-Pm) (3.4)

where i~j~k~l - c. Finally, GOS1, the GOS of a user in class #1

is given by

GOS 1 - P(c,ee 2)P (3.5

where
c c cl

P i- Z Z P(ijoo) (3. 6c i'o jeo 1 '.

and where P(c1 e +e,) is the Erlang B blocking formula for c

channels and e1 e 2.erlangs of ordered traffic.

For a user in class #2, the GOS is simply

GOS 2 - P(c,e 1 e 2 e3) - P(c,e) (3.7)

Finally, for a user in class #3, the definition of GOS has to be

generali:ed somewhat. Since a #3 user can be "bumped" from a

channel after he has started sending a message by a #1 user,

the GOS of a #3 use will be defined as the probability of either

being blocked or of being "bumped." Since these are mutually

exclusive events, we have

GOS- - P(block)> P(bum-) 1.. s:

Z9-



The last term on the rhs of (3.3) is the probability that a

user from class #1 wants to access a channel durinz the :inme :ha:

a user from class #3 is transmitting and that no free channel

is available. To upper bound this probability, assume a 43

message uses one channel during the interval Co,t), where t

is a random variable with an exponential probability density.

The probability that at least one user from class #1 wants to

access the channel during that t second interval is given by

Pat least one tl arrives in Co,t)It = l-e'xlt <3.9t

where is the average number of arrivals/sec for user class 41.

Eq. (3.9) followed because of the assumed Poisson arrival iensitv

for any of the users. To obtain the unconditional probability

that a #1 user arrives while the #3 is transmitting it is necessary

to average (3.9) over the density of t. Therefore

P{at least one #1 arrives while the #3 user is on}

o -t/ 41 A I 1
- [-e eL d-td - I-'. .13)

where 1/ is the average duration of a message, assumed the

same for any user in any priority class. Using (3.10), we have

P(bump) - ?Cthe #3 user is not initially blocked),

(a #1 user arrives while the #3 user is on),

Call channels are occupied when the #1 user arrives',

(of all the 43 users using channels when -he *1 user

arrives, this particular *3 is the one bumped)

30



< Puser #5 not initially blocked, a #1 user arrives while #3

user is on)

+el. fl.P <,e)J - (3.l J
Therefore, combining (3.8) and (3.11) yields

GOS 3 < P(c,e) + [l-P(c,e)] 1

With the above equations, the performance of the system can

be computed. Notice that the procedure itself is independent of

whether or not the system is being jammed. The presence or

absence of a jammer will determine how many channels are availa-

ble and hence what the GOS will be. Therefore there is a direct

coupling between the performance monitoring procedure described

in Chapter 2 and the capacity allocation scheme currently being

discussed. A simple flow chart is shown in Figure 3.1. The

boxes labeled "spread BW by 30%" control the number of channels

that are available. For example, if the only means at the dis-

posal of the system at a given point in time to, say halve

the net information bandwidth (and hence allow this now unused

bandwidth to be consumed by extra spreading of the spectrum) is

to reduce the number of available channels, then these boxes

would initiate a command to reduce the number of available

channels by 30%.

Notice that both the priority arrangements and the specific

channel assignment can be performed b,- the same "switch".

All that is necessary is for the switch to keep information

about which priority class users are occupying which channels.

-31



Extrenal Parameters

yes

Spread BW by 30%

yes System back

to normal

~no

Spread BW
by remaining 5040

Figure 3.1

Flow Chart ior jam-sensing System Cont-rol
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in that way the switch will be able to bump a #3 priority class

user when necessary (i.e. when all channels are occupied and

a #1 priority class user requests a channel) as opposed to

possibly bumping a user from either classes #1 or #2 by mistake.

Finally, if at a given point in time when it is necessary

to invoke this procedure there are c<co #3 class users occupying

channels, the choice of precisely which #3 to bump can be made

in a variety of ways (e.g. randomly, the last to access a

channel, etc.

Equations (3.5), (3.7), and (3.11) were evaluated numerically

for several combinations of traffic parameters and the results

are presented in Table 3.3. The assumption implicit in the

traffic values chosen in Table 3.3 is that the highest prioritv

users (i.e., users in class #1) only transmit a small amount of

traffic whereas the lowest priority users (i.e., class #3) have

by far the greatest amount of traffic to transmit.

Upon examining the results of Table 3.3, it can be seen that,

at least for the traffic values chosen, the GOS for user class

#1 is almost perfect (i.e. less than 10-5) except when there are

only three channels and even in that case, it is less than 10-3.

On the other hand, the GOS for user class #3 is uniformly poor

except when 24 channels are used in combination with

=2-2, and =3-IO erlangs. Both of these resuits are direct con-

sequences of the priority assignment (i.e. the ability of l

user to "bump" a *3 user).

Also, as seen from Eq. ,3.-), the GCS of a user in class
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is just that which would be predicted by using the Erlang 3

rormula in w~ich the total number of channels and the total

traffic (i.e. E=E are used. rt is seen that if say,

E3 is 10 erlangs and B. is 2 erlangs, GOS, will seriously de-

grade if the total number of ciannels C is reduced from 4- to 1Z.

Therefore, for the particular parameter values used in Table 3.3,

this priority scheme only gives true protection in terms of GCS

to a user in. class #1 when the overall system is being jammed

severely enough to cause a significant reduction Ce.g. 50%) in

the number of c.hannels taat are available for use.

However, all the users in all priority classes that gain

access to the channels receive the added protection against the

jammer that the increased processing gain allows. This can be

illustrated very simply by an example. Suppose there are initially

24 channels available and the offered traffic of each of the

three user classes is as follow:

E1 - O.S

EH a 10

Assume the system is operating normally (i.e. it is not being

jammed) and no priority assignment is necessary. From the Brlang

3 formula, the GOS of any user will be 1%3 x 10" . Note that

this applies to any user in any priority class.

If a jamming signal is now detected, one can invoke the

priority system. rf this is done wli:hout changing the total number

Of channels (i.e. C still equals Z) , the protection against the

jammer *diI- be whatever it fould have been -¢-ithout the pricri=t'



Table 3.3

3rade o Service Dependence on Channel Allocation

GOS3
c E E GOS GOS (uppeT bound)

24 .5 2 10 .2 x 10, 33 .13 x 10"2  .3

12 .5 2 10 .71 x 10-12 .22 .48

6 .5 2 10 .-5 x 105 .57 .71

3 .5 2 10 .34 x 10 .78 .85

24 .1 2 10 <10 .87 x 10.3  .92 x l0

12 .1 2 10 .16 x 10 14 .20 .28

6 .1 2 10 .5 x 16 .56 .60
-2

3 .1 2 10 .ii x 10 .77 .79

24 .5 2 20 .11 x i04 .12 .41

12 .5 2 20 .29 x 10 .51 .67
-6

6 .5 2 20 .31 x 10 .75 .83



assignment. However, the GOS for a user in class #1 will le-

crease to less than 10 "  C-i.e. it -rill effectivelr have a

dedicated channel) while the GOS for a user in class #3 will become

greater than 0.33. A class *2 user of course will continue to

have a GOS of l.3 x 10 "a.

If the jamming signal is reasonably strong, this will not

be a viable procedure. That is, some additional processing gain

will be needed and therefore suppose that the system goes to

the priority scheme and iz addition reduces the number of channels

from 24 to 1Z. This will yield an extra 3dB in processing gain

agains the jammer and for all practica! purposes will not effect
-I ,

the GOS of a user in class #1 Cit will now be less than 103iz

However, it will substantially degrade the GOS for a user in

class #2. Instead of being 1.3 x 10 , it will now be 0.22.

Also, GOS will increase from 0.33 to 0.48.

The final question then is what has this extra 3 d3 in

processing gain bought us? The answer to this question will be

deferred until Chapter 7 in which the performance of various

modulation/spreading techniques under different jamming conditions

is discussed.

In light of the above discussion, it can be seen that the com-

bination of the priority system with a variable number of c iannels

which is determined by the condition of the channels Qi.e.

whether or not they are being jammed) can provide the necessarr

channel accessibili:y to users having the highest priority =lus

increased jammer protection to all users wfo gain access to a

channel. Finally, the specific priority scheme chosen here was



...

M

Only meant to be indicative of the type of strategy one might

employ, and clearly numerous similar schemes (e.g. a 01 user

bumps both #2 and #3 users, while a #2 user bumps #3 users)

would be considered.

Conclusions

In summary, it has been demonstrated that a simple scheme

to dynamically allocate channel capacity on a priority basis

can, when used in conjunction with a procedure to monitor the

condition of the channels, guarantee access to the channels to

the high priority users, plus guarantee improved performance

to anv of the users who are able to access a channel. This

improved performance arises because the process of reducing

the total number of channels in use (while still providing a

good GOS to high priority users) allows the remaining channels

to spread their bandwidths to the greatest extent possible and

hence combat a jamming signal much more successfully then they

otherwise would have been able to do.
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CHAPTER 4

Suscentibilitv Analysis of a Frame Svnchronization
Technique for Multichannel Freouency-Honned BNCFSK
Systems in Partial-Band Noise or UW-Tone Jamming-

4. 1 Introduction

Jamming can affect a communication system in several ways.

It can attack the information-bearing signal directly, or it

can reduce system effectiveness through attacks on phase syn-

chronization, spreading-code synchronization, etc. In this chap-

ter we consider the vulnerability to jamming of a frame synchro-

nization technique for a multichannel frequency-hopped binary

noncoherent frequency-shift-key system. We investigate the cases

of partial-band noise or CW-tone jamming. The derivations of

the key results will be presented in as general a form as possible,

in order to permit extensive parametric studies and optimizations.

The formulas are applicable to many special cases.

We let Nc represent the number of time-channels, with the

last one being the frame-sync channel. The receiver looks for

the time-channel which exhibits a particular frame-sync pattern

of symbols over an interval of several frames. For the first

Nc-l time-channels, because of the randomness of the data within

them, there is normally a very small probability that one of

them would be mistaken for the sync channel. Jamming may in-

crease this probabilit-y, and also may increase the probability

that the correct channel may be missed during the search for

frame synchronization.

- 39 -
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It is of interest to study the system vulnerabil~t for

non-spread and also frequency-hopped systems. For the frequency-

hopped cases, we let N represent the total number of frequency

slots available for use, with two selected (for this binary

analysis) at any one time as "mark" and "space" frequencies.

In a partial-band jamming strategy, the jamming waveform pro-

duces energy in Ks of the Ns slots, with K allowed to be,

conceptually, any number from one to Ns . We assume that the

system hops once per time-channel, in a pseudo-random manner

which is unknown to the jammer. It is further assumed that

the receiver is synchronized to the spreading code.

In the following section we derive certain key general

results. These are then used to obtain specific results, which

are then presented in the next section.

4.2 Derivation of General Results

For the results obtained here, it is not necessary that

we consider specific jamming cases. These follow in the next

section. Let us assume that the receiver has no prior "nowledge

of the corect sync channel, and that it begins a search for a

frame-sync pattern in the ith time slot. The frame-sync pattern

is one of alternating "ones" and "zeros". The first time-slot

searched can therefore be any one of the Nc, with equal proba-

bility.

The testing for a particular time-slot involves checking

the ns consecutive binary symbols in that slot over ns con-

secutive frames. I! at least b of the a match the sync

-40



pattern, then "Frame Sync" is declared by the receiver. Cther-

wise, the testing ends for that slot and is begun for the next

slot. This continues until a match is obtained. The results

obtained here provide the means for optimal choices of both as

and b.

The following fundamental probabilities are required:

(a) P i(FS) - probability of a false "Frame-Sync" decision

for the ith time-slot

(b) Pi(CD) - probability of a correct dismissal decision

for the ith time-slot

a 1 .Pi(FS)

Cc) Pi(CS) - probability of a correct "Frame-Sync" decision

for the ith time-slot (i a N)

(d) Pi(FfD) = probability of a false dismissal decision for

the i t h time-slot (i a N)

a 1 - Pi(CS)

We now observe that the conditional probability of a

correct "Frame Sync" decision, given that the search starts on

the ith time-slot, is

P[correct "Frame Svnc" I search starts on the ithslot]

* [pi(CD)]Nc-i [P.(CS)

+ [P (CD))N c- [Pi(FD)] 1 [P.(CS)]
[--- (.1.]N1'

[P D)]N.i [Pi(CS)] P D) (C ) -1)
[P (Fr])) I)"[P I D4 c -
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En (4.1), the jth term is the probability of a correct "Frame

Sync" on the (j * h test, given that search started on the.4th

slot.

Therefore,

P(corTect "Frame Sync"]

-" Ni N1'I"

NCC
: - [Pi CCD))C •P (CS)] [Pi(FD)Ij
J=OQi- Jc 1

(P~~ CC~(No- 1)

But, since

i'l
- IX N c  . (

We obtain

P[correct "Frame Sync"]

[CP(CS)] • [P(CFD] j [Pi(c)3 j(N C-1)

j-o c " Pjjes)

N
* (1 - [Pi(CD)] C} (.4)

Additional simplification results from

Sx j •I + X X2
j-O

-y4.-
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with

No-i
X [P(FD))] [Pi(C))] 

(.6

This leads to

P(correct "Frame Sync"]

N
[Pi(CS)] • { - [Pi(CD)] C}

N [P.PFS)] • {I - [Pi(FD)] N CD)]-

A statistic of some interest is E[j], defined and evaluated

below.

Elj] J [Pi(CS)] [Pi(FD)]J [Pi(CD)] CNc-i)

j-0 c' LPi(FS)

N
S - (PCD) C } (4.8

Using

Z j " X " X 2X 2  + 3X3 ---

j-0

- X) (4"

yields

N N -i
[ (PCCS)] {i -tP(CD)] N) "Pi(FD)] [PiCCD))]C (4.lC

[J] I Nc.I 2 .1
Nc • [i(FS)3 { - [Pi(FD)] • [Pi(CD)] }

Perhaps of more interest than E~j] is E:[Jcorrec- "Frame Sync"'

which is found by dividing C4.10) by (-4.7).
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This gives

E~j I correct "Frame Svnc"]

P. N c-2 (4.(1(F~ -E (?][PCC)]
I. - (P.i(FD) ] Piccfl)1 IC

In using (4.10) or C(4.1l), it should be recalled that Cj *1)

represents the number of attempts before "Frame Syc" is declared.

Another funCtion o6 interest is the probability that j

is equal to or less than some value Jo. This is derived below.

P[J S Jol

30 [P i (CS)" [Pi(FD ) lJ [ (PiCcD)] -
- :0 1{ [iCD]¢

j-*o Nc 'Pi(FS)]

This is simplified by using

Xj a I X -- X 0

j "(

yielding

P[j _ Jo]

(P.(CSfl *C1-[E (CD)1 Nc.{i-(. (PiFD). [P PCD). M -I j

1. [PiC 1FSC.I-CCFD).PiLCD)1 "

-- .



Equation (4.14) could be used in solving for the value i such

that p_ o' is a given value, such as 0.9, 0.95, etc. Thus,

changes in j as signal and/or jamming conditions change, rep-

resents a meaningful criterion for comparison (as do (4.7) and

(4.11)).

We next derive the general results, corresponding to the

above, for the false "Frame Sync" case. Consider, first, a

few special cases for the probability of a false "Frame Sync"

thdecision on the (+Il) attempt, given that search stated on

the i th time-slot. For example,

P[False "Frame Sync" on 1st Attempt I Search Starts in it h Slot]

1 - [Pi(CD)] c

1t

P[False "Frame Sync" on 2nd Attempt I Search Starts on ith Slot]

N-i NC-I
- [PiCCD) ] • *[PiCFD)] {l-Pi(CD)) ]

P[False "Frame Sync" on 3rd Attempt I Search Starts in ith Slot]

N -i N -1 N -l
* [P )CND) c [Pi( D) 2 .[PiCDC) ] c 1. -f [Pi(DC)] } (. "

The general result is

P[False "Frame Sync on (.lI) th attempt ! Search Starts on i hSlot]

N -
l-ICD)C for [0

N -l 2. (L-l)( C- N.

* [P(iCD)2 C . iPD)] .[Pi(CD) ]  c .Pi(CD),

-4 - for z-l,2,,... (A.l8



Thus we have

P[False "Frame Sync" on 1 Attempt]

NC

. (IL-
.4c i(CD)1}

Equation (4.19) follows ffrom the result

Ni C I 1 C

jul

W -

For the other cases, (Z1Z3~~,we have

P(False "Frame Sy-nc"I on (z~l) thtest]

3. (P.(CD)] -i (z-1) (N'-[i-1)

-r i CD) *E(rp*E.C)

N UC? (CD)U



tN(*i 2 iCD N -1 N
N -I N N-I[ i FD)].[PiCCD )  1: } { .pi C ).,-I.[Pi(cD: ] O }

N c --1 4 .2 ."

Nr" [Pi(CD)] [P CFS)]

Now we evaluate

P[False "Frame Sync"]

r P[False "Frame Sync" on (L.l) th test]
La0

N c
(Nc-l)-Nc [Pi CCD)J]Pi (CD)]

NC " [PiCFS)

(Pi (FD)].{l-Pi(CD)) ] ).{I-[Pi(CD)) (• .2 Nc i (4.21l

Nc" [Pi(FS)].{l-Pi(FD)].Pi(CD) C }I

where the first term of (4.21 is (4.19) in different form, and

the second term uses (4.20) for the summation over the (LO0)

values.

In a similar manner for defining E[j], equation (4.8),

we now define and evaluate H[z] for this false "Frame Sync"

case.
Ith

U L LP[False "'Frame Sync" on (2+l)th test]
Lao (4.22

N -i Nc
(i-P i(CD)] )-{I-[Pi(CD)] N- L- ... .([ (: ]•[ c )

N [P (CD) ] " [P. (FS)l]
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Again using (4.9), with the z-0 term dropping cut, we obtain

No-i N}
(I- [Picc:)) I }-i P (CD) I •p [iCF'D) I

Nc. [Pi CFS)1.-( -[Pi (FD)] [PiCCD) ]

To find B[zlFalse "Frame Sync"1, divide (4.Z3) by (4.2l).

Now we find the probability, for this false "Frame Sync"

case, which is analogous to (4.14).

7.

P[L<z 0 I Z P[False "Frame Sync" on (-1l) thest)
Z-Q

c c c(N0-1) -N0 - [P 1(3 [P (Cfl) ] (4C. 24.

N4 (Pi(FS)I

{i [i C)N- i. [fCP. Z (~D

N -1~ Z. .P(f)E [( pi(FD) ] [Pi(CI)) .4 C

NCP (CD)] c (P.(FSf ]

To simplify C4.24), we can use

. xa X X + + X

Z-1

0X xCL-X 0°1
'7

Tie Tesult is
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N

c 1) - c [P. (CD)] [P. (CD)) c

(4.2tNo- 1 1 p N N -1) L

{- [Pi (CD) c }-{!- [Pi(CD)) c) [Pi (FD))] [Pi (CD)]
No-1

Nc" [Pi( F S)] "{l-Pi(FD)] "[Pi ( CD)) c

The key equations above represent the desired set of gen-

eral results, which provide the basis for evaluation of the

frame synchronization technique with specific jamming waveforms.

In the next section we consider the application of the above

equations to special cases of interest.

4.3 General Results Applied to Specific Jamming Cases

The general results presented in the previous section

provide the framework for study of the effects of jamming on

the frame-synchronization technique described. We begin by

noting that, for most jamming cases of interest for the NCFSK

system being considered, the channel is a binary symmetric

channel. That is, the two types of errors occur with equal

probability, which we represent by the symbol p.

For the first Nc -1 time-slots, the receiver will produce

"zero" and "one" at its output with equal probability. This

is due, of course, to the completely random nature of the data

in these slots and the symmetric nature of the channel. As

a consequence, we have
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b-1 s  1 3 )as-JP.(CD) - C *3)(.)
1 j~n.-b~l J

C4. Z7.

i b -. ns

and

Pi(US) = I-PiCCD)

ns-b ns i Nj s n s 1 js) S)Cj Cil) ) s'

j -o - jab "

Z s n -bn

s j :, I s

Thus Pi(CD) and P.CFS), for substitution into the key equations

of the previous section, are independent of jamming, since they

are not functions of the bit error probability p. Instead,

they are functions only of ns, the number of symbols tested

for the sync pattern, and b, the threshold for determin-ing if

"Frame Sync" is to be declared.

On the other hand, Pi(CS) and PCFD), which apply only

for time-slot Nc where the non-random sync pattern is located,

are functions of p, and therefore depend on the jamming

waveiorm assumed. These are found from

S ns -b n- a ns n j n -jiCCS) - z j :C-) Cp "  : C C(-. ) o

j-o j-b
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and

"Pi(F) - I-Pi CoS)

b-1 n j n- jZ ( Cs ) cl-p) (P) s(4.SC
-n _ (b4l 3

The remaining task is to list, for various jamming wave-

forms, the appropriate expressions -or p. They are presented

below.

(1) Random Noise Only, Without Jamming. No FH

P "Pao

-1 xp[-g] (4.3

(2) Random Noise, with one Freauencv Slot Subjected

to Noise Jamming, No FH

P Pal

r
S S

1 - s (4.3:

L s

(3) Random Noise, With Both Frequency Slots Subiected

to Noise Jamming, No FH

P "PaZ

- ~a2SSs . (4.

- ( ,*~)



C) Random Ncise, witah One Frecuencv Sot Subjec:ed

.CW'-Tone Jamminj, No FH

P "Pbl

S /i

(5) Random Noise, with Both Frequencv Slots Subjected

to C'9-Tone Jamming, No F.H

P -O b2

I

1 .4

1*S S 1 / 2  S I'2

s IlZ S /
1 sS 2((') s6• s.

(6) Random Noise, With Noise Jamming in Ks o- N

Prequencv Slots, Frequency Hopoinz

p "ak
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K.. Ks -1) 2K s  N s-K

C s ) Pa. (55s ) (SS) 'p ao 4N (-s N s - Ks -i

S SS S a

NS( s-W ) Ns-K " -1
N s S-1 ao

(In (4.36), use (4.31), (4.32), and (4.33).)

(7) Random Noise, with CW-Tone Jamming in Ks 6f Ns

Frequency Slots, Frequency-HoDping

SP PbK

( s) Ks ' -12K Ns-K s

37) =-( "Pb2 , (4.

Ns-K s  Ns-K s-1
(S ( S-1- s  ao

(In (4.37), use (4.31), (4.34), and (4.35).)

For the above equations, (SIN) and (SIJs) represent

average power signal-to-noise and signal-to-jamming ratios

at the detector input for the branch which contains the signal

component. In addition, Q(x,y) is the Q-Function defined by

M t 2 x 2
Q ( x , y ) - f e x p [ - - - - - ] I ~ ' =( 4 . 3 8

y

.or the frequency-hopping cases, equations (4.36) and (4.3-),

the following substitution is used.
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with J then representing the total jamming ower over the

spread bandwidth.

In addition to the above seven jamming cases, there are

t-wo others for which we present results. Each of these

represents an example for the binary nonsymmetric channel

which requires two error-probabilities to characterize it. If

we let P0 be probability-of-error for a "zero" transmitted and

Pl be the probability-of-er-or for a "one" transmitted, it

follows directly that

P("zero" receivedi

PC.r) 
(4. 4

and
P ("one" 

received]

PCr) " o-P1  (4.4

We must find the new expressions, for these two cases, for PiCS),

Pi(CS), etc. The results below apply to the case ns even and

b at least as large as one-half of n5 . Similar results can

be found for as odd. After cons i;derable effort we obtain
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p i(FS) p 1 .CD)

P.( S) -1 -P l (4.C4
E r 2. [P 7A

isO iso

* (CS (1p1 (CD)P 0  4.
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As with the first seven cases, only the binary-symbol error-

probability remains to be specified in order to define a

particular case. The two of interest are specified below.

(8) Random Noise, With One Fixed Frequency Slot Sub-

jected to Noise Jamminz, No FH

P N S
o ZNT As exp ZN+J4

S S(g (S S

P- 1-rs e;

exp __ _

S S SS 1

s exp-

S L
(9) Random Noise. With One Fixed Freauency Slot Sub-

jected to CW-Tone Jaming, No FH

p £ 1(4.4

1/ 7

(J-)L



with 10(x) being the modified Bessel funciton of the first

kind,

S 1/2
1 s 1/2 0()1 / 2

[l"Q { ( / )
S

3 1/21
S 1/217 Z

S

In the next section we summarize the above results and discuss

the steps involved in using them.

4.4 Discussion of Results

The above set of comprehensive results provides the

analytical tools for extensive studies of the effects of

jamming on frame synchronization for the multichannel tactical

system. Both spread and unspread cases are included, along

with a variety of jamming waveforms and strategies. These same

tools can be applied toward system or jamming optimization,

requiring probably many sets of performance curves in order

to locate "optimum" values, etc.

Since there are many cases included in the above, it

seems highly desirable to provide the following table which

summarizes the nine cases and gives the equation numbers

necessary to apply the formulas.
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Summary of Results

I. General equations applicable to all cases

,4.7, 4.10, 4.11, 4.14, 4.21, 4.Z3, 4.26

II. Equations for cases 1-7

4.Z7, 4.28, 4.Z9, 4.30

III. Equations for cases 8,9

4.40, 4.41, 4.4Z, 4.43

IV. Equations for individual cases

Case I - 4.31

Case Z - 4.3z

Case 3 - 4.33

Case 4 - 4.34.

Case S - 4.35

Case 6 - 4.31, 4.3Z, 4.33, 4.36

Case 7 - 4.31, 4.34, 4.3S, 4.37

Case 8 - 4.44, 4.45

Case 9 - 4.46, 4.47

Even though it would be possible, within the time con-

straints imposed for this task, to present a few results in

graphical form, it is believed that to do so would be mis-

leading to the reader. To reach meaningful conclusions con-

cerning the effects of parameter variations and changes in

ECOI/EC(4 strategies will require that curves be found for

a large number of potential situations. Only then can design

and/or operating decisions be made with a high degree of con-

fidence. For example, results obtained by the use of the
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analytical tools developed here may lead to novel techniques

involving adaptivity of the number of time channels, frame-

sync pattern, pattern length, threshold setting, jamming

waveform, jamming strategy, spreading technique, etc. It is

highly recommended that these evaluations be carried out in

an extensive manner during a follow-up effort, with final

graphical results and conclusions presented in handbook

fashion for ease of application.

However, in order to illustrate the application of the

above tools, the following sample numerical results are listed.

Parameter values selected

ns  "6

b 6

Nc 12

S/N - 16dB

Example 1 Noise Jamming in both frequency slots, no fre-

quency-hopping, S/J - ll.SdB

Result: P(correct "Frame Sync") - 0.844

Example 2 Noise Jamming, frequency hopping with Ns 1000,

Partial-band jamming, P (correct "Frame Sync")

0. 844.

Results: K. S/J

1 4.5 dB

2 3 dB

100 -9 dB
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~xa~.e3 Noise Jamming in both izrequency slots, no fre-

queacy-hopping, S!.J - Zd3

Result: P (cor-rect "Frame Sync") 0.671



CHAPTER 5

Low Rate Error Correcting Codes
In Spread 5pectrum Systems

Section 1. Introduction

Direct sequence spectrum spreading techniques for use over

low signal-to-noise ratio channels are in common use and well

understood. We briefly summarize the salient features.

A binary digital data sequence producing digits at the rate

of Rm digits per second is added modulo-two to a predetermined

pseudorandom (PN) sequence of binary digits occurring at a

rate of Rc> >Rm digits per second. The resulting digit stream

is then used to phase modulate an RF carrier and this signal is

transmitted over the given channel. At the receiver, and after

synchronization, the in-phase modulo-two addition of a replica

of the PN sequence to the received demodulated waveform will

remove the PN sequence, resulting in a data sequence approxi-

ma:ing that of the transmitter.

The quality of this approximation, as expressed by the

bit error rate in the receiver output, is normally a function

of the so called processing gain, defined by

P .G . -
m

and the signal-to-noise ratio in the channel. In fact, in an

additive white Gaussian noise channel of symbol energy to noise

Dower spectral density E INo, a binary coherent PSK system will

- 61 -
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yield a bit error rate equal to that of an unspread channel

with a signal to noise ratio given by

Eb E(
- S x P.G. (5.1)

Although in principle any sequence of binary digits will serve

as a spectrum s.preading code, the most commonly used configura-

tion, at least in systems withou.: stringent security requirements,

is the so called maximal length or pseudo-random sequence, whose

basic properties we describe next.

For any positive integer k>l, the maximal length sequence
consists of bin binary digits, of which 2k-l are ones and Zk-lI

are zeros. Every possible binary k-tuple can be found once

and only once in the sequence. The autocorrelation function

R(r) has the value Zk_ for r-0 and -1 for all other integer

values of r. From the communications 2oint of view these prop-

erties assure us of a low DC component in the binary waveform,

a "random" appearance of the digits and optimal synchroni:ation

performance at the receiver.

Beyond these certainly desirable features, however, the

maximal length sequence has little to recommend itself. In

particular, since the pattern of zeros and ones is always the

same and hence independent of the data sequence, no "coding

gain" beyond the bandwidth--energy--performance tradeoff implicit

in (5-1) is achieved.

The question therefore arises, whether i: is possible :o

influence that tradeoff by a more intelligent choice of :he
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sequence o: digits transmitted over the channel. In Section 2

to follow we examine this question from the standpoint of error

control coding. In particular, we show that a slight change

in the way maximal length sequences are normally used allows

us to exploit their characteristics as error correcting block

codes. We then derive their basic properties, stipulate an

error correction algorithm and obtain performance values for

the codes in terms of bit error rates and data deletion rates

over the hard quantized Gaussian Channel.

We conclude with the derivation of several asymptotic

bounds on performance and a comparison of bit error rates achieved

under an optimum correlation decoding scheme.

In Section 3 we turn our attention to the idea of using

low rate convolutional codes as a means of spectrum spreading.

We first define a class of codes with good structural prope-ties

and derive their free distance and minimum distance. We then

show that d free for these codes is optimum in the limit as the

constraint length becomes large and compare it with upper bounds

on dfree "or finite constraint lengths.

Next we give generator and parity check matrices and obtain

an expression for the generator function of the encoder state

transitions. We then use these results to derive upper bounds

on the residual bit error rates when these codes are used on

the binary symmetric and the additive white Gaussian channels

and decoded via the maximum likelihood algorithm.

Finally, we compare the results with more conventional

direct sequence spread spectrum schemes.
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Sect-on 2. Maximal Length Sequence Codes

2.1 Code Definitions and Properties

The generation of the pseudo-random sequences discussed in

the introduction is usually accomplished by means of k-stage

shift register, in which the contents of certain stages are

added modulo-two and applied as an input to the first stage.

When such a register is loaded with a particular nonZero combi-

nation of k binary digits and shifted 1 times, the sequence

corresponding to the starting binary k-tuple. Loading the regis-

ter with any other combination of the digits simply results in

a cyclically shifted output sequence. There are, of course,

exactly Zk_ cyclic shifts of a sequence, corresponding to the

Zk- I nonzero starting k-tuples. If we include as a possiblity

the sequence of zk Ieros, we have a correspondence between

Zk distinct sequences of binary digits and all Zk binary k-tuples.

Without great difficulty we may show that these sequences form

a cyclic binary linear (n,k) error correcting code, where n*--.

The weight spectrum of the code is also easily determined and

consists of Zk-I sequences of weight Zk -1 and one sequence of

weight zero. Finally, the distance between any two code words

is duZ k- and this implies that the code can correct up to

einZ --I errors.

Invoking Plotkin's bound (I) to the effect that the nini-

mum distance of any linear binary Cn,k) block code is bounded

by
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d n2kl

2 1l

We easily show that these codes meet the Plotkin bound with

equality and are therefore optimum.

In Figure 5.1 we show the general encoding circuit for these

codes and Table 1 lists the corresponding connection pattern,

for 3<k<10.

Since the codes are linear and cyclic, they may be described

by a parity check matrix H or a parity check polynomial h(x).

The latter is also defined in Table 5.1 and the former is shown

in Figure 5.2. Note the convention of forming a codeword

with the information digits, denoted by xlx 2,.. .xk' followed by

the parity check digits, denoted by rl,rZ... rn-k, in the usual

way for cyclic codes.

As an example, consider the case k-3. In Figure 5.3 we

show the encoding circuit and Table 5.2 lists the resulting

codewords. In each codeword the first three digits are the

information digits and the last four are the parity checks.

Consider now the use of the codes described above as

signalling elements in a spectrum spreading application. Since

with the exception of the all zero sequence the codewords are

maximal length sequences, the balance of zeros and ones and the

"randomness" of the digits are roughly preserved, if we assess

these properties over sequences much longer than 2k-1 . The auto-

correlation function is no longer important since ever" cyclic

shift of a sequence is also a legitima:e sequence. This fact

of course, implies the need fcr some other means of sy-nchroni-
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o 0 0 a. a 1  a 2  ... a k-i ak

H- 0 a0  a 1  a ak-ak-lak 0. 0

a20  1 a2 ... ak- a 00 .. . . 0

Figure S.- 2 Parity Check Matrix for Maximal Length Sequence Codes

F4=9- 5-3 Loding Ciz--cut f cr k--. Ma-:d.za Lenog' Sequznce Cod*
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I wil m

hCx) a. .11, M-a x .. a aa ..

k-3 1.101

k=4 Ix 1.1001

k-5 S*t+ 101001

2 6k-6 1.~x +X 1100001

k- 7 1+x~ 3+X 10010001

k-l0 1.x 3+.c 1 0  1001000000i

Table S.1.

Eincoder Connection Patterns and Parit7 Caeck
?olyuomials for Maxcimal Lengtb. Sequence Codes

a0 Of a a 0

0 1 Of1 0 111

101011 010

I1 0f 0 11

1 1 Of 100

Tabl'e S.

Codewords of (7,S) Maximnal Length Sequence Code



:ation of the sequences such as a preamble or a cover sequence.

The all zero sequence could, if so desired, be eliminated from

the code by inserting a one in the data stream after k-i con-

secutive zeros prior to encoding and removing it again at the

receiver after decoding. This would require some elastic

buffering, result in a decrease in data rate and give rise to

the possiblity of error propagation in the decoded output.

Aside from these difficulties, however, the codes achieve

the effect of spreading the energy in the data sequence, the

bandwidth expansion factor being n/k.

2.2 A Hard Decision Decoding Algorithm

We proceed to study the performance of the maximal length

sequence codes defined in Section 2.1 under a specific decoding

algorithm which, although conceptually quite simple, may entail

some significant increase in complexity at the receiver, com-

pared to the standard direct sequence spread spectrum demodu-

lators.

The decoding algorithm is defined as follows:

Let u be a transmitted codeword and v be the corresponding

received sequence, differing from u in i places. If the syn-

drome is zero, accept v. If the syndrove is not zero, change

the digits of v successively one at a time, two at a time, and

so on up to e-2k'-1 at a time, until the resulting sequence

has zero syndrome, i.e., is a codeword. Accept this codeword

as the correct decision. If none of the sequences have zero

syndrome, declare an incorrectable error present. it is clear
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that this algorithm works correctly if the number of errors

made by the channel noise does not exceed es2k'-. t is also

obvious that an uncorrectable and undetectable error pattern

will result in a decoded output error of multiplicity Z , since

the decoder in this situation produces an invalid nonzero code-

word which must differ from the correct one in Zk-l places.

Finally, if the error pattern is detectable but not correct-

able, the decoder will pass the received sequence unchanged and

therefore the multiplicity of the error pattern a: the decoder

output will be that of the decoder input.

Thus, if i is the multiplicity of the decoder input error

pattern, the decoder output error pattern will be of multiplicity

0,d=Zk -1 or i. It remains to count the number of decoder input

error patterns giving rise to a. decoder output error pattern

multiplicity in each of the three categories listed above.

Let these quantities be denoted by NoNd and Ni , with the

convention that Ni.0 for i0O. No,Nd and Ni are, of course,

also the number of correctable, uncorrectable and undetect.able,

and uncorrectable but detectable decoder input error patterns,

respectively.

For i<e we have No-( ); Nd 0j0, since all input error

patterns in this case will be corrected.

For i-e~l, the decoder is unable to produce a codeword

since it is restricted to making at most e changes. Thus all

input error patterns of multiplicity e+l are detectable and

we have No-N SO, N=a

Next, we look at the case e-z<i<e*2-d. Since i is beyond
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the correction capability of the code, No-O. To compute Nd

we reason as follows:

The decoder must produce a nonzero codeword by making e or

fewer changes. _-quivalently, a nonzero codeword must result in

a given error pattern of weight i by making e or fewer changes.

Now a codeword has exactly d ones and d-l zeros. If we change j

:eros into ones, we must also change d~j-i ones into zeros in

d-l1order to obtain a vector of weight i. There are C 3 j ways of

changing j zeros into ones and for each of these, there are
d

(d.i) ways of changing d~j-i ones into zeros. Finally, since

the total number of changes, given by j~d+j-i, is limited to e,

J may vary from 0 to[ie ], where the symbol [x] denotes the

largest integer not larger than x. In summary, a given nonzero

codeword is associated with

i-e-2

(d1) d(j (d~j-i )

diff6rent error patterns of weight i and since there are n nonzero

codewords we have

i-e-2
dl 

d:Nd a n Z (C .)(d+j.i)juO

All remaing error patterns of weight i are, of course, detect-

able by virtue of the fact that they cannot be turned into code-

words or with e or fewer changes.

Thus,
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,a similar fashion,we derive the values of N,,N, and N. ior

Ze*3<3e+Z and 3e+3<i<4e 3. These results are summari:ed in

Table 5.3.

Z.3 Performance Over the 3inary Symmetric Channel

Consider now the performance of these codes over the binary

symmetric channel with error probability p and under the decoding

algorithm given. above. We evaluate two parameters of ccde

1. The decoder output bit error rate, defined as

BER - ft (number of errors in decoder output sequence!

Z. The rate of undetected decoder output bit errors,

defined as

UBER - 1E (number of undetected errors in decoder out-

put sequence}

Here Efx} is the expected value of the random variable x.

For the situation where decoder outpjut sequences known

to be in error are deleted we also define

3. The rate of deleted data bits, given by

DBDR = Pr fdecoder output sequences is deleted}

With the aid of Table 5.3 we then obtain

BER 1 (el)(en 0o a

Sdn C ( 0 , in-
Sd 4J-i
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3e.2 £3e*-. [ _

dn iqn-i

i-Ze+S j-0 I

ieZ 4=ijd .) i 2i i ) -a z "- d~j-i )  ai.-

+ z i C)'a Z Ci jC  p q

i-2e.*3 j=0 ja

4e 3

Using the'fact that the mean of the binomial dis:-ibution is

given by np, this reduces, after some algebra, to

I e n -

BER - 1,n i

i-I.

i-e+Z j'.O j d' "J - i5 j,

30+2-i

+ ie.3-Z d-I iq-+

The undetected bit error rate is also easil7 found and is jiven

by

-74 -
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2e 2

UJBE R d C. d-1lrd d )p fqln-

;ue+2 j.0 j 4di-i q

3e+2 d-1 d I n-i

U+R d Z z r

i-Ze+3 so -d~j q

For our last performance parameter, namely the bit deletion

rate, we obtain, after some simplification,

ke n) i-n-i
DBDR Z 1 (.p q

1-e-2

d- .d 1 n-i

-k Z )( j )p q
i=e+2 jUO

3e~2 3e +2-i
• -ni d n-.k E -(. )( i )ip qis2e3 -d0

If we assume binary coherent PSK communmications over the channel,

the relationship between the channel error probability p and

the ratio of symbol energy E to noise power spectral density

N0 in the channel is given by the well knon formula

0
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where

erfCx) 
e -y

Table 5.4 lists this relationship for several values o p. in

terms of the energy per data digit Eb we also have

B b ' n Hs  bz

0 0

With the aid of' these equations we may now calculate 3ER, USER,

and DBDR as a function of -b/No. The results are shown in

Tables 3.5 through 5.10, for n-7, 15, 31, 63, 127 and ZZ5.

Figure S-4 is a plot of logBER vs (Eb/No) in decibels for

the maximal length shift register codes using hard decisions and

the bounded distance decoding algorithm. The characteristic steep

threshold behavior is evident. Thus for EbNo above aproxi a-ely

10 d3 the bit error rate starts to fall off very rapidly. This

threshold corresponds to the limiting performance capability of

these codes in a binary symmetric channel and is consistent with

the asymptotic performance bounds derived in the next section.

As a point of contrast, it should be observed that the best

codes operating with solft decisions over the additive, white

Gaussian noise (.NGN) channel would have threshold at -l.6 dB

"he Shannon limit of the AWGN channel). Indeed these very

same ::des when soft decision decoded with a bank of correlators

::, .n :act, approach the peerformance specified by tae Shannon
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Table 3.4 Channel Error Probabilities as
a Function of E sI

P 10 log E IN 0

.02 3.23

.04 1.87

.06 0.83

.08 -0.04

.1 -0.82

.12 -1.62

.14 -2.34
*16 .0
.18 -3.76
.2 -4.42

.24 -5. 99

.6 -6.84

.28 -7.74
.3 -8.69
.32 -9.57

.34 -1-0.55
*.36 -11.8
.38 -13.18
.4 -14.71
.42 -16.99
.44 -18.93
.46 -23.01
.48 -27.43
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Figure 3.4 Bit Error Rate for ',V'7,31,63,127,2SS,S12
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limiL. This is discussed in section 2.4 and the corresponding

curves are shown in Figure 5-9.

On the basis of these tables and curves we make the fol-

lowing observations:

1) If we arbitrarily define an acceptable bit error rate

as BER<0I0 3 and an acceptable data bit deletion rate as 1% of

the data transmitted, i.e., DBDR0.01 k/n, then the minimum re-

quired value of Eb/No increases with code length from 7db at

n7 to 11 db at n=123.

2) For the most practical cases of n-127 and n-255 the un-

detected bit error rate UBER is essentially zero, for all values

of -b/No. Thus, even though the error correcting ability of the

decoder becomes marginal at Eb/No less than 7db, virtually none

of the residual decoder output errors go undetected. This fea-

ture appears to be the one of major importance i, the applica-

tion of the maximal length sequence codes to spread spectrum

systems.

- 85 -
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2.4 Asymptotic Performance Bounds

For large values of n the Plotkin bound on minimum distance

for a binary linear block code takes the asymptotic form (l)

k < i.4 d

Letting e-Zd-I can be the code's error correcting capability,

this can be rewritten as

e -k
-- 4

The implication of this formula is that the error correcting

capability of a bounded distance hard decision decoding algorithm

for sufficiently long linear (n,k) block codes is limited to

one fourth the number of parity digits in a codeword.

If this code is used on a binary symmetric channel with

bit error rate

1 n-k)

the code is unable to correct even the average number of errors

np in a codeword. Thus, in an absolute sense of the upper

limit on the correctable channel bit error rate is given by

<n-k
max -14

For the maximal length sequence codes a-k-n as a becomes

large and pmax-/4. This is equivalent to E /No=6..S db, which

represents the minimum channel signal-noise ratio for which the

36



ma.ximal length sequence codes are useful under a hard decision

decoding rule, using BER as the criterion of perfor.mance.

Let us now derive an asymptotic expression for BER in the

limit as n becomes large, assuming p<l/4. Without difficulty

we may show that the double sum in equation (5.2) is then neg-

ligible, so that

e1 i n)pian-iBER ' .- i!

Since

n n in-i
Si()p q -np

this can be rewritten in the form

BER 1 n npiqn-i
-E r i( ]

iel

If we then let i-i r, then

n-p n-l)pr qn-r-l
BERp ()P

r--e

The sum is now the "tail" of a binomial distribution which

we can overbound. From Peterson and Weldon 'l] we have

n-l n- r n-r-l n: C( 1  " q (a)x " l(a)

K(n-l) -
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where u -k

Provi ed .1>P. [This is the same as saving that t he sum s:ar-s to

the ri;ht oi the mean of distribution..

For the codes in question,

e -3 n-1

or

n-S

as n-. Hence for all o<O.ZS the above inequality holis as.nptot-

ically. Then substituting we have

for large a, X-i andL

and

n-l
BER < p(9.48 pqs)- (3.3)

as an asymptotic upper bound on BER for all p</4..

Next we establish a.-.roximations to BER, UBER, and DBDR valid

for values of p<O.OZ. In this case the first terms of equations

(S.2),(S.3) and (S.4,) suffice and we have

BER 3 -

- 8 -



UBER d( n)p2(

DBDR % k ( n-l )pel qn-e-1
DBD e =41. e q

As an example of the quality of these approximations we evaluate

equations (5.6) for the p-0.02 and n-7. Then

'I 2 5
BER 6p q - 2.17 x 10-

UBER 16pq 4  1.18 x 10

DBDR 9p 2 3.25 x 10"3

Note the excellint agreement with the exact values of Table 5.5.

2.5 Correlation Decoding

With the fundamental limitations of maximal length sequence

codes with hard decision decoding well established, we turn our

attention to their performance under a rorrelation decoding

regime.

We assume that each of the n-i maximal length sequence

codewords ul,u 2,... Un-1 is composed of n elemental antipodal

signals sOct), Sl(t), where 0<t<T/n and T is the duration of

the codeword. The set of codewords then forms a so called

transorthogonal or regular simplex code with correlation

coefficient -1/(n-2) between unlike codewords (2).

Let the codewords be transmitted with equal probability

and received in white Gaussian noise of power spectral density
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No watts per hert:. -fith coherent reception the optimum decoder

is then easily shown to take the -orm indicated in "iiure -.3.

Here v(t) is the received signal corresponding to the trans-

mission of a codeword and the maximization of the outnuts from

the n-I integrators takes place at the end of the time period T.

We may also show that under this decoding scheme the code

bit error rate is minimum and given by

n-2
1 2 .E I 1n-i i e-c/2 _

"er-c(xN 0 n-Z)

where 2b is the energy per information bit and erfc(x) is defined

by

ericx f x) e-'Y/Zdy

Figure S.9 shows BER as obtained from a numerical evaluation

of the above formula (2), as a function of Eb/No, for a number

of values of k. If we again take 10.3 as the maximum accepta-

ble value of BER, then the minimum required Eb/No decreases

with increasing k from 4 db at k-3 to 2 db at k-8. Comparing

these values with Section 2.4 it is clear that the correlation

decoding significantly improves upon the performance of these

codes over the Gaussian channel. The complexity of implemen-

tation, however, is likely to be much greater than for hard

decision schemes.
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Section 3. Low Rate Convolutional Codes

3.1 Code Definition and Properties

A binary convolutional code of rate R 1 I/n and constraint

length k is a mapping of a semi-infinite sequence of data

digits into a semi-infinite sequence of channel digits such

that each data digit corresponds to n channel digits which are

functions of the last k data digits. The implementation of

such a coding scheme is accomplished in terms of a socalled for-

ward shift register consisting of k stages, from which n sub-

sets of the k stages are connected to modulo - 2 adders. The

outputs from these adders are then sampled once per data digit

and transmitted over the channel.

Letting 1 and 0 denote connection or no connection, respec-

tively, of a given stage to a given modulo - 2 adder, the code

is completely defined by a set of n binary k-tuples, the so-

called code generators GIG 2...Gn.

As an example, consider the case k-3. One possible form

of the encoder is shown in Figure 5. 10. Clearly, the two

generators are G1 a

G1 W i ; G2 - 101

and the code has rate R-1/2.

In general, if we insist on each generator being distinct,

then n is limited to n.ck -1. In the remainder of this section

kwe consider the case n-2 -1, so that the geneTators are all

binary non:ero k-tuples. The rate of these codes is then

R-I/(2k-l) and the channel bandwidth is expanded by a factor

-93



Data Digits itChannel Dizits

Figu re 5.10 Binary Convolutional Code of
Rate of 1/2 and Constraint Length 3
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In Table 5.11 we have listed the set of generators as the

rows of an array. Without great difficulty we may show that

except for the absence of all zero k-tuple, the rows of the

array form a vector space of dimension n over the binary field.

Each column and each modulo-? sum of two or more columns con-

tains exactly 2k-l ones and 2kl-i zeros. In fact, the columns

can be thought of as the basis vectors for a vector space of

dimension k which is exactly the set of codewords of the (n,k)

maximal length sequence code discussed in Section 2.

c 1 c 2 c 3  ..... c

1 0 0 . . . . 0

0 1 0 . . .. 0 0

0 1 . . . . 0 0

0 0 0 . . . . 0 0

1 1 1 .... 11

Table 5.11 Generators of n . 1 Convolutional Code
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Under the usual definition for convo'utional codes [11,

the general form of the k x kCZ -) generator matrix G is iver.

by

T T T T
C c' c 5  . . . . . . . ck

r r

T T

where cT is the transpose of the ith column of Table 3.11 and

the empty places in G contain all zeros.

Since the first digit of cI is always one and the first

digits of Cz,C3,...Ck are always zero, the code is clearly

systematic. The parity check matrix is therefore given by

2  0 F, .

5; 0~ El

i-I-
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where F i'is equal to ci with the first digi: deleted and I and 0

are unit matrices and :ero matrices of siZe 2k-2 x 2k_2.

As an example, consider the case k-3. Then the Renerators

in array form are

CIc C C

1 0 0

o 1 0

0 0 1

1 1 0

1 0 1

o 1 1

1 1 1

0 00 000 00 0 0 01 001 10 1

and its parity check matrix takes the form
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. 06x7 0

a.0

1 .0.
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6x6  6x6 6x7
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0 . . •'

0 0 6x6 0 06x6 . X
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.e .a. -p

wr4ee [x] denotes the inferrer part x.



From the standpoint of performance, the most important para-

meter of a convolutional code is its free distance d4ee de-

fined as the number of ones in that semi-infinite channel sequence

with the smallest nonzero number of ones. We now derive this

quantity for the codes defined above.

Suppose the data sequence to be encoded consists of a

leading one, followed by an arbitrary semi-infinite sequence of

ones and zeros. Then as the leading one enters the leftmost

stage of the encoding register and traverses to the last stage,

the successive channel n-tuples correspond to sums of columns

of the array in Table 5.11 and are hence codewords of a maximal

length sequence code. The total number of ones in each output

n-tuple is therefore always 2k-l and since the leading one tra-

verses k stages, the output sequence corresponding to a semi-

infinite input sequence mu3t have at least *k2k l ones. Conse-

quently,

d freek 2k-l

On the other hand, :or the data sequence

100 ........ 0 .......

the output sequence has exactly k 2k-'ones and we have

dfree U k 2 kl C5.7 )

Next, we compare dfree in C. 7) with a well known upper

bound (3) which for codes of rate R-I/C(k-I) we may state as

follows

< rni k~k +d2ree - j2. 9 . )JS .8)

00



,Ye note tha: for large values of k this bound a.zroaches

so that the codes de-ined abov have maxim free .is-

tance for large constraint lengths.

In Table .1Zwe compare equations QS.7) and CS.8) for

k<10. Also included are the free distances of good Ral/C2k-!)

codes constructed from optimum R-1/Z, R-i/ and R-1/4 codes

by generator replication [3].

Another important parameter of performance is the code's

minimum distance, defined in the usual way as the m-inLum dis-

tance among k successive blacks of encoder outnut digits corres-

ponding to k successive encoder input digits corresponding to k

successive encoder input digits of which the first is a one.

Since each block of Zk-1 decoder outputs is a codeword in a

maximal length sequence code, the distance bet'ween such biocks

is exactly k-1. Thus we have immediately

dmin kk free

and the code can therefore correct all patterns of up to

k Z k-z-1I

errors among any successive kCZkl) channel digits.

Although the calculation of a convolutional code's ner-

:ormance over a given channel and under a specific decoding

algorithm is generally a difficult problem, good upper bounds

on the basic bit error rates can read!ly be obtained "-',he so-

called generator function o-f the encoder state translions is

known. We now turn our attention to a derivation ol :.his ouan:i-v.
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constructable

K max dfre h2 dfree

3 18 12 18

4 50 32 50

5 124 80 124

6 288 192 283

7 653 448 635

8 1457 1024 1402

9 3212 2304 3066

10 7014 5120 6905

Table S.12 Free Distance Comparisons of

R-I1/C2k-l) Convolutional Codes
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Since the calculations involved are somewhat tedious, we restrict

ourselves to the case k-3 for nurposes of illustration and

merely state the result for general values of k.

Let the states of the encoding register of Figure 5.6

correspond to the four combinations 00,01,10,11 of the contents

of the last two register stages and denote these states by x!

x2 , x3 , x4 , respectively. Then it is clear that under a zero

input the states undergo the transitions

x *XxI X1

3  x2
-. 1

2X4 2X

where x' is the zero state reached from a nonzero state.

Likewise, under a one input we have

x - x5

X2 - 3

X3 - 4
X4 X 4

Using standard signal flow graph techniques we now reason

as follows:

For every state transition the output from the encoder is

always a ccdeword from the maximal length sequence code and so

has weight 4, except for the transition x - I . The input to the

encoder corresponding to a given state transition is, of course,

either zero or cne. Let the exponents of the variables D and

N correspond to the weights of the outout and input, respecti-e>.

-102
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Then summi-ng at the four states we have

xj = D 4 X,
4.

4

u4 M 0 Cx3+x4 )

Solving these four equations in five variables for the ratio

xi/x, yields the generator function

T CDX) .-

1-NMD 4-ND

In the general case a similar technique leads to the form

-1
-

7he derivative, of the generator function wit respect :,i

N and evaluated at M-I is also of interest and is given by

Cl- z D 2
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3.2 Performance Bounds

With the aid of equations (5.7) and (5.8) we may easily

obtain upper bounds on the residual bit error rate when the above

codes are used for signalling over the additive white Gaussian

noise channel and decoded via a maximum liklihood algorithm.

The pertinent formulas are (4):

a. For hard decision decoding:

dTCD,N)
Pb<

b n
I N-l, D - 4pq

k4pq)k z k
L I 4 q ) k 2 k - 2l

where p is the channel bit error rate and q - 1-p.

b. For soft analog decision decoding:

dfree * 
"

b-
frre

P b <  erfc " t b e 0

2free

Ebx dT(D,N)I ""0

Doe

-107-



freel. 'k1
erfc e a
-

2dree.got,

-k

where R as the rate of the code and erfc' rx) is defined by

erfc' (x) e d

Using (5.5), this reduces to

eIc JZds~reeR-

k -1 RiZkIc -

For fLite constraint lengths, and large values o-' 5 1 on

of (3.11) approaches the form 
h on

-108



Pb er5 2dfree b**

We may compare this result with the case of no coding by noting

that for the latter

Ub erfc'4 2.0

Lb
Clearly then, for large ~-the so called coding gain of the codes

discussed here satifies the bound

Coding gain > d £eR a kS.k

which is a monotonically increasing function of the constraint

length.
B b

For finite the denominator of (5.11), which for reasonably

large k assumes the form.

k-l -7
{l1 Z e o2

i-l

must of course, be taken into account. For k=7 and E b/Now3db,

for example, its value is approxiately 0.2. The numerator

in this case equals erfc' v=T Rd 10-'4, so that

P b< SX10 
4
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Note that this bound compares favorably with the pertormance

of the standard rite 1/2, constrain: length 7 convolutional

code decoded via the soft decision Viterbi algorithm (4].

As our last special case, let Eb/No-0. Then the denomi-

nator of (3.11) approaches the value CZ-k). For k>3 this is

no smaller than one and thus the codes exhibit a coding gain

which is bounded by (S.11)

3.3 Concatenated Convolutional Codes

An alternate means for obtaining a low rate convolutional

code is by means of cascading or concatenating a single moderate

rate code. For example, if the output of a rate 1/2 encoder is

fed into a rate 1/2 encoder the result is a rate 1/4 code. Then

kconcatenating k times can yield a rate 1/2 code. If the same

code is used in each stage of the concatenation, then a stngle

Viterbi Algorithm decoder can be used for decoding. The first

inner decoder will give a coding gain in that the BER at its

output will be improved. If the output of the first inner

decoder is then applied to the input of the second inner decoder,

the raw bit error rate should again be improved provided, of

course, that the second decoder bit input errors behave as if

.they were derived from a binary symmetric, memoryless channel.

Unfortunately, the first decoder output errorsaTZ r!ncwn to be

burst,. However, it is nevertheless possible to achieve the

coding gain per stage bf interleaving and deinterleaving . The

coding gain advantage of these codes have been ex;Iored in

this study but it is felt that because of :he excessive delays
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in the interleaving-deinterleaving process and because the

"complete" convolutional 'codes described in the previous section

appeared so promising, that we should postpone further inquiry

into concatenated convolutional codes.

3.4 Conclusions

We have investigated the basic properties of a class of low

rate convolutional codes for the p'rpose of assessing their

usefulness in direct sequence spread',spectrum applications.

In summary, we note the following points:

a. Compared to the generation of PN' sequences, the

:k-I tap configurations of the convolutional encoders imply

a somewhat larger complexity, although from the standpoint of

LSI technology this seems of little real consequence.

b. Since naximum liklibood decoding of convolutional codes

is in a sense self-synchronizing--although at the loss of some

data--the need for PN sequence synchronization at the receiver

is obviated. This appears to be a major advantage of the low

rate coding approach. Of course, bit synchronization is

required in both cases, representing the fundamental limit to

spread spectrum operation at low signal-to-noise ratios.

c. Due to their extremely long branch sequences the codes

discussed above appear to be of particular value on bursty

channels, elimating or at least reducing the need for interleaving.

The savings in storage requirements, decoding delay and inter-

leaver array synchroni:ation--to name just a few--are likely

to be appreciable.
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d. Unlike standard direct sequence methods, low rate coding

exhibits a coding gain beyond the normal processing gain aciered

through correlation decoding of the PN sequences. For high and

low signal-to-noise ratios this coding gain increases linearly

with constraLit length and is therefore limited only by the

constraint length.

e. Compared to the alternative configuration of direct

sequence spectrum sreading L conjunction with rate l/2, con-

straint length 7 convolutional codes decoded via the Viterbi

algorithm, it is clear that low rate coding has the advantage

of requiring only one level of implementation. Another advantage

resides in the fact that the coding gain for the same total

bandwidth expansion can be nuch larger than the S db achieved with

rate 1/2 codes. Finally, we note the possibility of better per-

formance in a bursty environment where Viterbi decoding of rate

I/Z codes requires substantial interleaving and usually results

in a reduced coding gain.
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CHAPTER 6

Adaptive Null-Steering Arrays Transient Behavior

Introduction

This Chapter of the final report presents a novel approach

for analyzing the transient behavior of adaptive array for both

deterministic and random jammers. Using this technique the be-

havior of adaptive arrays in the presence of step and periodic

jammers is analyzed. The analysis has been carried out for

adaptive nulling antennas which have stationary or fixed main

beams. This corresponds to the tactical scenario of a line of

sight link in a jamming environment.

The first section of the report presents a review of the

Widrow (lI and Applebaum (2'3 ) algorithms. These two algorithms

represent the starting point of most modern adaptive theory.

The Widrow or least rean square error (LMS) algorithm was de-

veloped by Widrow and his co-workers. They applied methods

used in adaptive filters to phased arrays. About the same time

Applebaum developed a similar algorithm based on maximizing the

signal to noise ratio. The algorithm is sometimes called the

MSN algorithm. Following Widrow's initial work the LMNS algo-

rithm was developed further by Griffiths (4 ) and Frost. (5) They

found that one can maintain a chosen frequency characteristic

for the array in a desired direction while discriminating

against noises coming from other directions. Brennan and

Reed( 6'') extended the domain of the MSN algorithm to include

adaptivity both in the spatial as well as the temporal (Doppler
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filter) domain. Recent emphasis in the field has been on

speeding up loop convergeuce. A number of techniques such as

orthogonalization, null control law modification have

appeared in the recent literature in this connection.

The second section of the report is devoted to a determin-

istic analysis of an analog implementation of the LMS algorithm.

Here it is assumed that deterministic signals are incident upon

the array and that receiver noise can be neglected. Three par-

ticular examples are explored: first, the case of a step :lane

wave normally incident upon the array; second, a step jamming

signal incident obliquely on the array; and third, a periodic

pulsed jamming signal obliquely incident on the array. For all

three cases, an explicit solution is obtainable.

The third section of the report treats the wide spectrum

random jammer applied to an array utili:ing the Widrow algo-

rithm. The approximate equation for the mean is found exactly

by using special group properties of the governing equations.

This exact solution leads to explicit expressions for the decay

coefficients. These decay coefficients are related explicitly

to the number of elements in the array, the signal amplitude

and the jammer noise power. The case of a step jammer is

treated in detail and certain conjectures are made about the

behavior of the array when a periodic jammer is applied.

Adaptive Array Principles

A review of the principles of operation for the Widrow

and Applebaum algorithms will now be presented. Although -her.
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exist many variants of these two basic structures, an under-

standing of the motivation and operation of these algorithms

is fundamental.

Let us consider the Widrow algorithm first. Let X1 (t),

X)C),....XN(t) denote the quadrature outputs of an N/2 ele-

ment phased array. They are assumed to be random functions of

time. Suppose these functions are multiplied by weighting

factors W1 ,WZW 3 ,...W N and added to form the output

N

Z1

as indicated in Figure 6.1.

Next S(t) is compared to a reference function R(t) which

may be taken as the "desired" response) with the object of mini-

mizing the error e(t), or more precisely, its mean squared, viz,

2IC )I > ,6.2)

Thus one would like to adjust the weights W1 ,W2,W3 ,... N such

that

N
,ct)i > - <IR(t) - X WZxCLt)I (6.3)

is minimized. Both X,(t) and the reference function R(t) (a

stochastic process) are assumed real. The case of complex

functions will be considered later. Thus (the symbol will.

stand for mean squared error).

- < -)'> -11
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N
, <R(t)> - 2<R(t) I W Z XL(t)> Z W Wm'X .C-)Xm (:)>

LU1,

Note that the weights WZ are not functions of time and are taken

as nonrandom parameters. Differentiating e with respect to W

and setting each derivative to zero, yields

0- <R(t)X(t)> 2 W < X (t)Xn(t)> (6.4),n Z-1

Now define column matrices

r<R(t) X, (t) >r 1 ot
L':R (t; XN (Ct ) wiJp5 -opt a I2opt(.)

Nopt

where WLoptS W that satisfes (6.4) L=1,2,...,N.

Similarly define the matrix

C- <X(t)X (t)> [<Xtt)Xm(t)>] (6.6)

x1(t)

with X(t) ] and Xt denoting the transpose of X. The

xx5t)

solution of (6.4) then becomes

-opt W C 'is -6.-
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Equation (6.7) gives the weights that nin.i:e . These are

expressed in terms of the covariance matrix C that depends on

the statistics (second order) of the N stochastic inputs and

the column matrix (vector) S that involves the cross correlations

between the inputs and the desired response R(t). Thus, to find

the required weights one must know the covariance matrix and the

statistical dependence of R(t) on XC(t). In many applications

the covariance matrix of X.(Ct)'s would not be known and the ex-

plicit inversion as indicated by (6.7) could therefore not be

carried out. An adaptive array carries this inversion process

out automatically by sensing the error e(t) and feeding it back

to adjust the weights until j is minimized, i.e., (6.7) is

satisfied. A possible closed loop system (adaptive filter) for

achieving this is shown in Figure 6.Z. Here the symbols C and

r denote a multiplier and integrator, respectively.

Consider a typical loop. Performing the indicated opera-

tions yields

ZiC Xz.(t) ect) d- =t)

N
Since c(t) - RCt) I W(Ct) X((t) , one finds

dW.Ct) N
at -Z. X Ct) Z xC Mt) XaC:) + Z. R(:) XZ(t)

or, in matrLx form

d" t -t) 2K Xct) Ct ( t) RK Ct) .C:.
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This is a stochastic difierential equation for the vector W(t).

It can be solved rigorously only if the detailed statistics o-

X(t) and R(t) are known. However, if one assumes that the loop

response time is much longer than the decorrelation time

of X(t) (in other words, the X,(t) vary much more rapidly than

the time constants oi the adaptive process of adjusting the

weights), then one has

<XCt) :'tCt) tCt)>.--<!Ct) .!tCt)><"qCt)> ,(6.9)

i.e., W(t) remains essentially constant during the averaging

operation.

Taking averages of both sides of (6.8) yields

d<4(t)> t
-- = - -ZK<(t) X Ct)><WCt)> + ZCR(t) 2i(t)> (6.1c

If the convariance matrix C a <X(t) xct)> is positive definite

then (6.10) is stable and in the steady state (i.e., t-i)

d<W(t) •
dt

Thus, one finds that as t-

-ZK<X(t) tCt)><W (t)> + ZK<R(t) xct)>-o,

or

lim 01(t)> - Wopt'

as given by C6.7). Thus, subject to the requirement :hat C be

positive definite and that K>O, the adaptive filter yields (6.D

as the steady state solution. The settling time (i.e., the time

- 12



to reach steady state) is determined by K and the eigenvalues of

C. It will be convenient to examine the solution of (6.10) with

the aid of Laplace transforms. Let W(s) be the Laplace transform

of W(t). Then (6.10) is equivalent to

-W(O+) * sW(s) * 2KC W(s) a !K S (6.11)

Let

E'(s) a TW(s), where T diagonalizes C and TTt-I. Then

(6.11) may be written

-(0 ) + STW' (s) + 2KT : A TW(s) - K-_

or

-T~iO ) SWI's) + 2"" A W'(s) a 2K TS/s (6.12)

where A - diag. (X1 ,x2 ...xN .

Solving (6.12) for W'( s),

W'(s) - (s * 2K A)"1 TW(O +  (s + ZK A)-' TS (6.13)

Inverting the transform in (6.13)

W'(t) - Tw(0j); -I TS -

To find W(t), the above is multiplied by Tt from the left to yield

. K.
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Evidently, the time constant of the system is given by

1 (6.15)

where Xmin is the smallest eigenvalue of C.

The preceding discussion followed closely the adaptation

process described by Widrow. I) The implementation is sometimes

referred to as the L.MS algorithm. A somewhat different phrasing

and implementation of the adaptive process is due to Applebaum.( )

It is most appropriate for application to array antennas. First,

consider an N-element array with outputs at the array ports uI,

u,..... u,,. The outputs at the array elements are complex time

functions corresponding to the envelope in the analytic signal

representation of the composite signal (including modulation) and

noise. When no noise (generalized interference which may be

ambient noise together with jamming) is present

uk a L Sk (6.16)

where Sk are weighted element patterns as they usually appear

in the array factor (e.g., Sk a mk eJl'kk) while a - m(t) is

the information bearing signal. When only noise (interference)

is present at the array output ports

uk 2 nk(t) (6.17)

which may be composed of the ambient noise no,k(t) and jammer

noise n J,k(t), vi.

uk " no,k(t) nj,k(t) (6.18)
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Suppose that in the "quiescent" environment (flJ~k (t) *0) the

weights for optimum signal reception are qo

W Iq

Iw -W

Then upon sum~mation the desired signal is W qt, i.e., tws is

the vector that determines the correct ar-ray illumination uinder

quiescent conditions. When noise only (interference) is present,

the power out-put after array output summation is

Z> n+ a; W - W C W(.l

where C is the covariance matrix of interference, A+ is the

conjugate to transpose of A, and p is the complex conjugate of p.

If the quiescent noise and jammer noise are uncorrelated

The signal to "noise" ratio can now be defized as

S M L q-(6.20O)
W CWY
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and one would like to choose W so that S. is maximum. Writing

S Z W+ **tt)t

One readily finds that the preceding is maximized by

W aW iClt+ (6.21)

The adaptive implementation that realizes this optimum is shown

in Figure 6.4 (for the k helement).

Let RC a Tr be the time constant of the integrator. Then

* N * 1. dW k
Uk :l uW,(t) + tk U 3.(n-t Wk)

Taking averages and reverting to matrices

-CW(t) +~ lt 1 dTWk+ t)att)

or
dW

TI W = -G GCW+Gt (6.22)

The steady state solution is obtained by setting the time

derivative to zero. Hence
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[G+ I W-t

- 1 6.23)

For sufficiently large gain, W W o However, when G is' -opt "

finite, there is always a residual error.

Deterministic Reponse of Adaptive Arrays

:n this section, the adaptive array will be examined from

a deterministic point of view. Receiver noise will be neglected

and any signals incident upon the array will be assumed to be

deterministic. Although an oversimplification of the actual

situation, the deterministic behavior of a device many times

supplies the physical insight necessary to extract information

from the more complex stochastic case.

Our discussion will be limited to the Widrow algorithm

shown in Figure 6.2. There an M port array having N-M/2 in phase

and N quadrature ports is considered. The transient behavior

of the array will be examined in three situations of interest.

First, the behavior of the array will be examined when a

step plane wave is normally incident upon the array. Since the

Widrow algorithm that has been chosen contains no steering

mechanism its optimum direction of reception is normal to the

array. Thus once the initial transient has decayed, the array

should be locked on the normally incident plane wave.

Proceeding with the analysis, the equation for the weights

C6.8) is given by
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-ZKXQ)Xt(t) *,'[t) 4-'j t]jt
- mt --" (.

where the initial weights W have been arbitrarily chosen.

Assume the input signal is of the form

,jCt) - _X u(t) , - A a (6.ZS)

where A is the amplitude of the plane wave normally incident on

the array, E is- an array vector given by

-xZN aM (6.26)

where and 0N are column vectors of l's and O's respectively

and u(t) is the Heavside function. The array vector takes the

form of (6.26) since the incident plane wave is assumed to excited

only in-phase components. Finally the reference signal is chosen

as R(t) = A.

Using the above information in (6.24)

dW Ct)
-- ZX X Wjt) Xz t t > 0 (6.27)

W_(o)tht
This is simply a ZNt h order system of ordinary differential

equations Co.d.e.'s) with constant coefficients. A solution

can be written as

t t

W(t) M .k f exp2CKX CxtC- ) . ,:-

0

* exM t-zxx t > 0
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The expression for w(t) given above can be substantially simpli-

fied by making use of the following identity:

x t

exp a X Xt - I + (exp aXj 2 - (6.29)

where 1X12 .X X, I is the identity matrix and a is a constant.

This identity is obtained in Appendix A.

Using (6.29) in (6.28) with ILI2 - A2N, we have

Usingein - N," wehave
K(t) A(l-e tX+ o (6.30)

- 2XNA 
2 t x t

+ (e t > 0

Since an explicit expression for W(t) has been obtained the out-

put of the adaptive array, y(t) can be calculated

y(t) a xtw(t)

y(t) - A(l-e" Z NA t) * Xt'. oe (6.31)

In the steady state, the desired output is,

lir y(t) a A
t.be

In fact, the transient decays with a time constant t - 1/2KNA.

Thus, the larger the factor 01A becomes the faster, the array

locks unto the desired signal. We note that if W - X/N then

y A for t>0. This essentially means the array was in steady
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state a: t-O and no transient was needed to match the initial

conditions to the steady state.

Next an analysis will be made of a step jammer obliquely

incident on an array. We will O.ssume that the array is in steady

state before the jamming signal intercepts the antenna. Let

where X is given in (6.ZS) and

::J _j(6.32a)

and
j a' 2 j Nj CJ' t  - -T Csn 6.' -)

lic * jzjs "e ,e ,...,e ,

Here d is the array element spacing, X is the wavelength, 43j

is the angle o-f incidence measured from the normal to the array

and B is amplitude of the jamming signal.

Using this in (6.Z4) with R(t)-A, we have

dWr)t?(t) (634
t -x - -K.

x

where

_ _a -(6.35)

The initial setting for the weights f has been chosen so that

the array will be in steady state Cy-A) at t-O. When the

:ethods used in the previous section are applied to this case,
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we find

W(t) - A(l-e "-2K1 X I t

2X
+ [ + Ce-" I~L 1) z ',t>O (6.36)

A direct calculation gives the output of the array once the

weight vector is known. One finds

y(t) - it w(t)

yCt) -A + AIJ e 'ZK(Xf 2 t (6.37)

.where

Ja a£t t (6.38)

The decay constant T is:

[2KIX1 2] 1  (6.39)

Since

+ I I Aa + BcoY 2

(A * A)N * .ABJ "

we have

( -(A 2 + B2)N + 2ABJ]-l (6.40)

For large B, we find

1 (6.41)

Thus we see from (6.37) and (6.41) that although the transient

has a higher amplitude, the larger the jamming signal be-
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comes, the decay rate a'so becomes much more rapid. For

large N, the behavior is more complex since J depends on N

and can be negative.

Before preceding on to the periodic case, we shall point

out an important weakness of the deterministic approach to the

problem- We have seen from (6.37) that as t becomes large the

output of the array approaches the required steady state, how-

ever, an examination shows that no null has developed in the

array in the direction of the jamming sinal.

This anomalous behavior in the deterministic case leads us

to the conclusion that the adaptive processor has taken advan-

tage of the special properties of the input signals to the array

to cancel out the jammer signal. in general, one would suspect

that in order for the array to cancel out a random jamming

signal, a null would have to be formed in the direction of the

jamming signal; thus, we are led to the conclusion that cer-

tain characteristics of the array could be different in the

random case. This is indeed the case as we shall show later.

Before treating the random case, we shall consider the

deterministic steady state response of the array to a periodic

jammer. Although the method suffers from the previously men-

tioned weakness, the work serves to indicate methodology and

gives insight into certain aspects of the arrays behavior 4n

the presence of periodic signals.

To proceed, we take X(t) to be

- 134 -



where SCt) is a periodic function of period T consisting of

pulses of unit height and duration - as shown in Figure 6.5.

We now look for solutions to (6.24) that are periodic,

W(t T) a W(t)

Our technique is as follows. First, assume W(t) is known at

t-0, i.e., W(o) - W Now solve (6.24) in the region of O<t<,r.

Next, use the continuity of W at t-r to establish initial

conditions for the region T<t<T. Now solve (6.24) in this

region and set W(T) - This gives an algebraic system of

equations for W. Upon execution of the foregoing, we find

ZKIXI t [I+(e-2KIX t- 1)W (64)
_WCt) It) - i - (6.43)

and t

weCt) -A~l-e'2KN A  Ct ''- )  + [I + Ce' ZK A~i ") l , W ')-C .4
W~t) Al~e2~4A2 (t))-]*LI * (6.44)

-r<t<T

The equation for W is given by

x x at

-0, AP *L-P (6.45)

where

PO a 1-e-2A(-)

-2KX!IP1 a 1-e
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Figure 6-S Periodic Jammer Waveform
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For arbitrary N, the system of equations for W is dif-

ficult to solve explicitly. Since only y(:) is required, the

complete solution to (6.45) is not required but only the pro-
jetion of in the X and X directions, i.e., and

Xt W Let us define

Sit (6.41)

Yo (6.47)Yo "-.. ~o(.

where Y are scalar quantities which determine y(t). This can be
0

seen from the fact that

y(t) - (6.48.)

e W(t) , <t<T

If (6.43) and (6.44) are used in (6.48), we obtain

1 + (, )eZKIII t O<t<T

y(t) * (6.49)

2 A KNA(T-t),

Equations for Yo can be obtained by multiplying (6.45) from the
0

^t
left by X and X. We find

" t t
-Y CoN , , -1 go 1  (6. 0)

xt x
- P0 YI + P To " (6.S1"
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where

p t~

[ P P -- -g: 0 -7w7 ]

The solution of this system (6.50-51) for Y is straight for-
ward and yields YO - 1. By using this result in (6.49), we

find that

,t) - 1 0<-<T (6.Sz)

The physical interpretation of this result is that the

adaptive array has had an infinite amount of time to adapt to

the presence of a periodic jammer, and as in the case of the

step jammer, it adapts perfectlyi This is an important re-

sult. It indicates that in order to defeat an adaptive array,

the jamming signal must be constantly changing in a random

fashion.

Random Response of Adaptive Arrays

Before concluding this Chapter, we would like to present

an interesting analysis of the approximate mean equation given

in (6.10). Although, the transient character of this equation

hias been treated in the literature and reviewed in this report

(6.11-6.15), many of the symmetry properties of the equation

were not adequately utilized. An Indication of this is

illustrated by (6.15). Here the transient properties of the

array are given in terms of :he minimum eigenvaie, ra
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however, no information about the behavior of xmin with respect

to the system parameters such as N, A, etc., is given.

We shall rectify the situation by utilizing the group

properties of the system of equations of the weights W(t). It

is shown in Appendix A that by proper parameterization of the

problem, the 2N order system of equations can be replaced by a

fifth order system for any N. This system is solved explicitly

in the constant coefficient case, and a generalization of the

identity used in the deterministic case is derived. We use

this identity in this section to obtain our main result.

Although the method we employ has broad application, we use

it just to analyze the case of a broad spectrum step jammer.

The analysis proceeds as follows. Consider (6.10) with

R(t) - A:

d W~t) - -ZI <X(t) x (t)><W(t)> + 2KA <X(t)> (6.53)

W(o) -W

where

X_(t) - Aa J(t) E (6.54)

Here a and are array factors as defined in (6.26) and

(6.32a), respectively and N,(t) is a zero mean stationary,

Gaussian processes with spectral density N0 j.

Using this information, we have

<xc:) xt(t)>=A -ct z o + N 6.55)
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and

<Xt) Aa (6.50,

Putting (5.55) and (6.56) into (6.53) an equation with con-

stant coefficients results. The solution to this equation

is

J -*0<W(t)> - 2KA eq ct ' ' t ) dt' a .eQ L9 (6.37)

0

where

Q - ZIK[C a at + (6.58)

The expression in (6.57) can be substantially simplified by

using. the identity given in Appendix A. We have

-Qt , fo(] + fC£)e x +)e X t (6.59)

where

(ab)N -t!(a-b) N1 4. abJ("z (6.60)

with

a- ZA , b M Noj (6.61)

The vector Z appearing in (6.59) consists of Live components.

Each component is a matr:x :of . :4. These matrices form a

comPlete set of generators for a group under matrix multi-

plication. It is the reali:ation that expQt is also a member

of this group that leads to the identity (6.39). The explicit

formula for :,, iaO""4 and the functions fo and f. are given

in Appendi A.

The important property of (6.39) to notice is that exj(Qt)

has been represented in terms of three scalar functions of
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:ime whose exponential decay rates are given explicitly in

terms of the parameters of the system. Using (6.59) in

(6.37) and integrating, we obtain:

4

<wt)> - ZKA[ e- X+ t

(6.62)

+1 e- t

where we have used the fact that fo(z).c - 0.

Now that we have the exact solution to the approximate

mean equation, we will examine its behavior in the steady

state. Let

,W> - lir <W(t)> (6.63)

By letting t approach infinity in (6.62), we find

f (z) f (z)
4W > - 2KA[-L----- + (6.64)

Using the expressions for fo and f. given in Appendix A to

simplify (6.64), we obtain

<WW>a -( - Js- (6.65)
(N . J 2)

Since the output of the adaptive array is given by y(t) -

Xt:) w(t), we have for t---:

<y> - lim <v(T)> - A a <W.> (6.66)

A(N - J j)
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A (6.67)

Thus we see that the jamming signal has been com.lee1

cancelled out in the steady state. One may recall that this is

exactly the result obtained in the deterministic case.

Next, we would like to determine if the cancellation of

the jamming signal was due to a null in the phased array in

the direction of the jammer. To do this, we define the array

amplitude directivity factor FC,t) by

) at <W~t)(6.68)

where

( C6.69)

Zes

and

Sec + i as a (810 ' e, Zj ..... r j  ) (6.70)

a .2ds in a

We note that the directivity factor is a function of time

since as the weights change, the radiation pattern of the

antenna changes.

We would now like to compare FCo) to F~(j) for t-. Let

1t <W > (6.71)
t""D

and then, using (6.6S) we have

F"(o)



and

Thus we conclude, that an infinitely deep null has been de-

veloped in the direction of the jamming signal. Thus we

see that in the random case the array factor is responsible

for nulling out the jamming signal rather then the signal can-

cellation that occurred in the deterministic case. The array

behavior in the random case requires just one set of steady

state weights to cancel out any jamming signal entering at

8 - ai while the array behavior in the deterministic case re-

quires a different set of weights for each different jamming

waveform at 8 - ej.

Before concluding this section we would like to discuss

the settling time of the array in the random case. An examin-

ation of (6.62) shows that there are two decay factors X and

X given in (6.60). This is in contrast to the step jammer

considered in the deterministic case. In that case only one

decay factor appeared.

The time constant of the array to reach steady state is

given by

si (6.74)

where

min(X,X) -
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For large jamming amplitudes b>>a or N0 >A-, expression

(6.60) can be substantially simnlified. We find

X+  bN

and

a (.N - J2) > Q

This shows that the X* is the counterpart to the decay fac-

tor found in the deterministic case (6.41) while X" represents

a new effect. When b becomes large it is clear that for fixed

., 'A becomes the slowest decay constant and thus determines

the transient time of the array.

It is generally believed that the larger the jamming

signal, the faster the array will lock in. It is clear that
the presence of X will tend to mask the above effect for very

large b since the array settling time will depend only on A'

and this parameter is independent of b. Thus there appears to

be a saturation effect. As b is increased, the transient time

decreases until approximately X+ > X" and then the transient

time remains relatively fixed.

We point out that the above results are of a preliminary

nature. Only the approximate equation for the mean has been

solved,not the exact mean equation. In addition, no check of

the variance has been made which is essential. Work is con-

tinuing on these topics.

The application of the techniquec used in this section,

to other types of jammers is certainly possible. Tn Iarticular,

the investigation of a periodic wide spectrum jammer could be

treated by these methods. Although the problem has not been
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attacked formally, it is our conjecture that the steady state

array factor would have a per ect null in the direction of the

jammer. This would indicate that to effectively jam an array

the use of aperiodic modulation of the wide spectrum jamming

signal would be more effective than a periodic modulation.

Conclusion

We have shown that the methods are at hand for assessing

the vulnerability of adaptive null steering antenna arrays to

broadside pulse, step CW, periodic and random jammers. A re-

markable result is that for periodic jammers and for noise jam-

mers the steady state null can be perfect (assuming a perfect

reference). This leads us to the conclusion that null steering

antennas would be most vulnerable to blinking, non periodic,

wide spectrum jammers. For this situation it is important to

understand the parameters that determine the array time constants.

This we have arrived at explicitly for both deterministic and

random signals. A further interesting aspect of the analysis

is that by exploiting the symmetries in the array equations we

are able to show that the array settling time constants are de-

termined by three scalar functions of time whose exponential

settling time are given explicitly in terms of the parameters

of the system. This is true for any size array. This result

will be of enormous benefit in the design and implementation of

adaptive arrays. Adaptive arrays are the only ECCM technique

which allows substantial anti-jam performance without bandwid:th

expansion.
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Appendix to Chapter 6.

In this Appendix we will derive an identity that will be

useful for simplifying expressions of the form exp{aaat + bjjt

where c and a i have been defined in (6.26) and (6.32a), respectively

and a and b are arbitrary constants.

We start by defining the matrices zi, i=0,1,...,4. They are

z1 a aat a

:2 (A6-1)

Next we recognize that ex'p{az 0 *z) is the fundamental solu-

tion to

dTt . az0 + bz ]T(t) (A6-2)

T(0) - I

Following this we expand T in terms of the z4. We have

4

i0 o

Using (A6-3) in (A6-2), we obtain the following system of

equations for (t):

-0

where
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a7 a0 0 aJ 0

aN 0 aJ (A-5

0 bJ 0 b N 0

b 0 bJ 0 bN

The eigenvalues of A, i.e., and J - a t

detliA- 1 0j C A6-6)

are: x - 0 of multiplicity 1,and X~each of multi-Plicity

where

t . (a~b) \N t -!(-b) \1 4 abJ - (6

One should note that although X+ has a multiplicity of two

no growing terms in t result since cach of the two eigenvalues

for % have independent subspaces. 'The same is true for X

The matrix A can be diagonalized by the similarity trans-

formation T as follows:

AT - TA (Ak6-S)

where

A - diag(O, X+, X , X ) CA6-9)

and T is a 5 x 5 consisting of the eigenvectors a-f A. Ifwe

define

2()a T e(t) A-a
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then (A6-4) becomes

de- Ae (A6-11)
at A-

1_(o) - 1" so

The desired identity can now be obtained: first, solve (A6-11)

for e(t), find a(t) from (A6-10)then use (A6-3).

The result is

[az o  + bz]t a f +X+t + f(',) X t (A642)

where

Z a (z0 , z ,...z 4)

and

fo(z) - 2(J-N2 ) z0 + N:, - Jz 2 - Jz 3 
+ Nz 4 ]/(J 2 - N2) (A6-13)

4X (A6-14)

f (z) - [aJz1 4 C - aN) z$]/aJN

(z) * {- .(aJ :1 (X -aN) z3 ( (A6-15)

+ aJ z, + (X" -aN) z41 • [aN(J 2 - N2 )1- "

4-4

* t
T are given by (A6-10) and we a a

The formula simplifies substantially when buO. We have

acE tt c e aN - (A6-16)
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CHAPTER 7

Modulation and Spreadinq Techniaues

In conjunction with the dynamic allocation of channel

capacity in Chapter 3 of this report the use of an appropriate

combination of modulation/spreading technique will ensure that

the system will accrue the maximum advantage with respect to a

jammer. This latter topic, namely which modulation/spreading

performs the best when used over a channel with a fixed bandwidth

constraint, was studied in depth in a companion study performed

by S Consulting Services entitled "Adaptive Techniques in Multi-

channel Transmission." References [7.l] and E7.23 document both

the analyses and the results. Because these results were documented

in the above references quite extensively, they will not be

repeated here. Rather an overview of the key conclusions will

be presented, specifically with respect to their relevance to

an overall system employing the dynamic allocation of channel

capacity algorithm.

Two basic combinations of modulation/spreading were considered,

the first being a coherent direct sequence (DS) system using

either BPSK, QPSK, or 16-ary QASK, and the second being a frequency

hopped (PH) system employing noncoherent PSK. In particular, in

the latter system, the MARK and SPACE channels were allowed to

overlap (i.e., they were not necessarily orthogonal) in order to

rrovide mcre slots in a given bandwidth over which to hop.
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Consider the DS systems. These systems were anal,:ed in

the presence of both tone jammizg and broadband noise jamming.

It was found that for tone jamming the QPSK modulation technique

performed the best, while with noise jamming BPSK and QPSK per-

formed identically, both of them out;erforming 16-ary QASK.
Physically, what is happening is the following. Since a

higher level alphabet (e.g., 16-ary QASK) has a signal constel-

lation which in general has a denser location of signal vectors

(under a constraint of either fixed average power or fied peak

power), the higher order system pays a definite penalty with

respect to thermal noise. On the other hand, for a fixed infor-

mation rate the bandwidth of a higher order system can be reduced;

hence it has the advantage of a higher processing gain in a

fixed overall bandwidth. Thus there are two opposing forces at

work, and for the systems considered here, the former one was the

dominant one. That is, the greater vulnerability of the 16-ary

system to thermal noise outweighed the decrease vulnerability of

the system to the jammer.

Figures 7.1 - 7.4 show plots of probability of symbol e.ror

for the QPSK system under different jamming threats. Figures 7.1

and 7.Z correspond to a tone jammer, and Figures 7.3 and 7.4

correspond to a noise jammer. One qualification has to be men-

tioned with respect to Figures 7.1 and 7.Z. The tone jammer

for those figures was located at the carrier frequency of the

QPSK signal, and an entire period of the spreading code was

contained in one data symbol. As described in 77.Z., this

=" -- .. .. .. .. .. f'
" "
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combination, while allowing prec..ie res-::s to be calculated,

leads to an overly ortimisv: - arswer with respect to the situation

of say a tone jammer locat roximately ,1T r: away from

the carrier frequency where s the symbol duration. In other

words, for this latter situation the ratios of 'ammer power-to-

signal power (J/S) for which the results of Figures 7.1 and 7.2

apply would be much smaller than what is indicated on the figures.

With respect to the FSK-FH systems, it was found that some

type of error-correction coding was needed in order for the system

to perform satisfactorily in the presence of a partial-band

jammer. Otherwise the jammer could put all its power in just a

single slot and cause an error rate of approximately 1/N, where

N is the number of slots over which the signal can hop, indepen-

dently of the input signal-to-noise ratio. Because.-of this, the

system was evaluated with a (7,4) Hamming cide and a (23, 12)

Golay code. As is well known (:7.31), the former code corrects

all single errors and the latter code Corrects all combinations

of three or fewer errors. Results of system per-ormance for an

orthogonal FSK system are shown in Figures 7.5 and 7.6. When the

Golay encoded system was evaluated for both a 25% and a 50% overlap

between the MARK and SPACE channels (and hence a corresponding

increase in slots over which to hop) it was found there was very

little difference in performance from what is shown in Figures

7.5 and 7.6 (:7.21).

It is now possible to put these results in perspective with

the results of Chapter 3. The question that was left unanswered

at the end of Chapter 3 was how much does one gain in the way of
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system improvement by, say, reducing the number channels by

501 and correspondingly increasing the processing gain by 50%.

From the figures it is clear that, depending upon the processing

gain Eb/No, and J/S, one could pick up anywhere from 0 dB to

tens of 's in improvement.

For example, from Figure 7.3, corresponding to J/S - 13 d3,

if the probability of error of the system is l0, going from

311 channels to 1000 channels results in an improvement of about

0.4 dB. From Figure 7.4 however, corresponding to J/S - 23 d3,

the improvement at the same error rate is essentially unbounded,

since the curve for N - 511 has started flattening out at around

Z.6 x 10 . Therefore, while the actual improvement in system

performance that one obtains by dynamically varying the number of

channels in use depends upon the specific operating conditions

of the channel, it is seen that for any system that is being

highly stressed, the improvement can be enormous.

In summary then, using either coherent QPSK in a DS spread

spectrum system, or noncoherent FSK in a FH system (in conjunction

with an error-correcting code) can, when combined with a dynamic

channel capacity allocation algorithm, result in significant

improvement of performance of a system being severely jammed.
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CHAPTER 8

Conclusions And Recommendations For Further Work

in this document we reported on the analysis of a variety

of techniques for reducing ECM vulnerability of tactical communi-

cation. The specific techniques chosen for study included:

1) The use of traffic control and channel capacity allocation

to permit certain classes of users to maintain communication under

severe jamming conditions.

2) A technique using extreme value theory for the purpose of

monitoring the bit error rate which can then be used in conjunction

with C1) to provide a completely adaptive and dynamic channel

allocation scheme that will respond directly to jamming threats.

3) The search for more bandwidth efficient digital modulation

schemes which would provide a net gain in jamming protection when

combined with spread spectrum coding.

4) The possible use of a more protected frame synchronization

scheme in multichannel digital communications.

5) A means for exploiting the possibilities of coding gain

by the use of low rate error correcting codes as an alternative

to conventional spread spectrum.

6) Techniques for adaptive null-steering antennas to provide

significant AJ protection independently of any spread spectrum

gain.

") Various frequency hopping techniques and novel ways to

remove some of the disadvantages of this method of achieving
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spread sectr,=m for jamming protection.

The choice of topics was based on the specia' constraints

imposed on systems design for tactical communications in general

and on multichannel radio communications in particular. For

example, the communication nodes can be expected to be small,

stationary and sometimes located in isolated positions; available

bandwidth for spreading is not'expected to be large (if it is

available at all); the jammers are not expected to be highly

sophisticated even though they can be expected to know the weak-

nesses and vulnerabilities of the communications systems; and it

is assumed that it is more desirable to reduce the grade of

service for communications under a jamming threat in some propor-

tion to that threat than it is to allow the system to degrade

totally below acceptable levels.

The analysis carried out to date shows significant promise

for achieving the goal of tactical ECC.4 within the constraints

imposed. In particular, we can draw conclusions, with some

confidence, about the effectiveness of the techniques studies in

this final report. They are:

1) It is possible to effect a rational and reasonable re-

allocation of communication channel capacity assignment which

meets the threats, imposed by a jammer, of possibly disrupting all

communications. A method for reallocation of channel capacity

based on offered traffic and priority classes of users has been

proposed and has been illustrated with examples. These examples

show that a) pooled channel capacity requires fewer tota! channels
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for a given traffic and grade of service; b) under jamming con-

ditions it is possible to reassign the availability of channels

based on priority so that all users get protection and high prior-

ity users retain their grade of service (probability of being

blocked) while lower priority users have this grade and service

somewhat degraded. Furthermore, it is possible to monitor bit

error rate by using the methods of extreme value theory to obtain

rapid indication of the threat of being jammed so that appropriate

reallocation of channel capacity can be effected. The combination

of channel bit error rate monitoring and the method of realloca-

tion based on priority users can result in a dynamic and adaptive

scheme for making most effective use of the available bandwidth

based directly on real time traffic needs, priorities and jamming

conditions.

2) Detailed calculations have been made which now llow us

to assess the ±radecffs of using bandwidth efficient (high bits

per second per Hertz) signalling alphabets to achieve greater

protection gain against the greater vulnerability to interference

and jamming that these schemes invariably have. Detailed equations

were derived for FSK, and M-ary QASK including the effects introduced

by Gray-coding the constellation. For straight noise jamming it

appears that a) reduced MARK-SPACE frequencies below the orthogo-

nality condition in FS is counter-productive; b) QPSK appears to

be the best tradeoff when J/S is high (40dB). The probability of

bit error equations can be used to investigate for the particular

vulnerabilities present in multichannel systems where some bits in
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a frame may be more important than others (e.;. frame synch).

Also the bit error rate rate results can be used to assess

the value of dynamic allocation of capacity as described above,

and it is demonstrated that gross benefits can accrue in perfor-

mance by dynamic allocation when high jamming conditions are

present. Detailed curves based on the computations are presented

and can be used for other investigative and design purposes as

well.

3) Low rate error correcting codes are a viable and often

a very effective alternative to spread spectrum for jamming pro-

tection. We have demonstrated several particular classes of

codes one of which is related to the linear PN sequences which

are a) easy to encode; b) relatively easy to decode; c) for

hard decision decoding exhibit good bit error rates near

Eb/No LO; d) perform better than DS spread spectrum with the

same spreading factor; e) provide the added bonus of detecting

virtually all errors. Numerical calculations of periormance

have been carried out to verify these conclusions. Asymptotic

analytic bounds have been found which support the numerical

results.

For soft decision decoding, these codes are effective in

providing coding gain for low Zb/N o. The coding gain can be

10 dB or higher but would require banks of matched filters.

Another class of low rate convolutional codes have been found

which exhibit excellent performance and which show promise of
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relatively easy decodability. There are distinct advantages of

using low rate codes either in place of direct sequence spread

spectrum or as an adjunct to any of the spread spectrum schemes

being used now.

4) It is now possible to analyze the complete steady-state

and transient behavior of a linear mean square eLMS) algorithm

adaptive null steering antenna array. It should therefore be

possible to a) determine the dynamics of the array when it is

in the process of being jammed; b) analyze the vulnerability of

the antenna array to "blinking" or periodic jammers; c) give

insight to algorithm design which is simple, cost effective and

achieves expected performance; c) provide a starting point for

the understanding of array behavior under noise and barrage

jammers, CW tone and burst tone jammers.

Properly Iesigned adaptive antenna arrays offer great

promise for achieving a high degree of jamming protection without

expending additional bandwidth (which may not be available in the

tactical environment. Furthermore, in principle, antenna arrays

can be "front-ended" to existing equipment without major modifi-

cation in modulation format, channelization, etc.

3) Frequency hopping systems offer good promise as an ECCM

technique. Many ideas associated with frequency hopping need to

be developed to exploit the full potential of FH. Alternate means

of correlation at the receiver can be used to change the character

of the "sliding correlation function" and permit sidelobeless
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outputs. The effects of partial band jamming on FH Zan be deva-
stating if FH modulation is approached naivel since it allows

a jammer to optimize a strategy for maximum communications

damage. These problems can, however, be overcome by diversity

coding and other techniques.

Recommendations for Further Work

A. Investigative

Refine algorithms for adaptive allocation of capacity

under jamming threats. This will also require the development

of an effective nonparametric technique for sensing jamming con-

ditions and estimating BER "on-line".

* Explore the properties of the complete (low rate) con-

volutional codes with a specific view of defining a relatively

simple algorithm for soft decision decoding of these codes.

* Investigate the periodic response of adaptive array

antenna algorithms in order to uncover means for avoiding the

vulnerability to blLiking jammers. Since the analysis available

appears to be able to handle multiple jamming signal approaching

from different angles, this should be given particular attention.

* Analyze further the behavior of adaptive arrays in noise

and random jamming signals. This analysis has never been carried

out until the work reported here. The payoff in understanding the

response of the array to stochastic signals can be great since

real jammers are best modeled by random signals.
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B. Developmental

Based on the direct results of our research and also on the

contact with other problems that we have had in the course of our

investigations, we recommend a number of development projects

which would hopefully exploit the theoretical ideas discovered

and take advantage of the opportunities that a successful VHSI

and VLSI endeavor will produce by the mid 1980's.

* Implementation of all the signal processing functions

of direct sequence spread spectrum receiver on a chip. This

would include correlators, matched filters for acquisition,

logic, clocks, sequence generators, data detectors and alarms.

* Implementation of a digitally controlled frequency

synthesizer in VLSI. This would be a challanging task since fre-

quency synthesis functions are predominantly analog such as

filters, mixers, etc. The new analog integrated circuit concepts

such as capacitor switching may be invoked here. Success in this

venture would make frequency hopping systems much more palatable.

• Develop an integrated circuit matched filter bank for the

Reed-Muller codes (PN Sequence Codes) and other block codes shown

to be effective over Gaussian Channels. This would require the

equivalent of about 1000 tapped delay line systems and could

conceivably be done in VLSI. The achievement of integrated.

matched filter banks could result in substantial coding gain as

shown in this report. Additionally, such a development could be
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used for rapid acquisition and other signal .rocessing objectives

in ECC4.

* Develop the front end and signal processing functions of

an adaptive array. At present adaptive arrays are expensive

since they require multiply many front ends and the signal processing

that goes with each. One far out possibility is to produce a VHS!

"sampled-data" adaptive array.

* Develop-a convolutional decoder in a very small package.

This might be a maximal likelihood (Viterbi) decoder of moderate

constraint length (3-4) on a chip or a hard decision decoder based

on a possible algebraic algorithm for the complete (low rate) codes

described in this report.

* Develop "Smart" multiplexors for digital multichannel

communications which can switch traffic, assign priorities,

operate at variable data rates and variable channel allocations.

This would require the multiplexor to have a microcomputer;

direct access memory and programming capability. One of many

applications of such a smart multiplexor would be to implement a

priority based adaptive channel allocation scheme as described in

this report.
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Appendix A. Spread Spectrum Background - Frequency Hopping Systems

A.l. Introduction

The ECCM technology has produced, over the past 20 years a

plethora of ideas for jam-resistant communications. Some indi-

cation of the diversity of the proposals is provided by examina-

tion of the list below:

1. Direct Sequence Pseudo-Noise (PN)

2. Frequency Hopping (FH)

3. Frequency-Time Dodging

4. Time Dodging Burst

5. Chirp Techniques

6. Interleaved Error Correcting Coding

7. Moving Notch Filters

8. Adaptive Si-nal Cancellers

9. Receiver Blanking Techniques

10. Adaptive Antenna Nulling

11. Weak Signal Amplifiers

The first six items on this list involve some or a large

degree of spectral spreading so that the amount of bandwidth

required per bit per second of raw data is larger than would

normally be necessary. The other techniques, while not utilizing

the bandwidth as a resource for achieving jamming protection

require a priori knowledge of the nature of the jammer or, in

the case of adaptive null steering antennas, an array receiver.

In this appendix, a review of the analysis and major design

issues for frequency hopping will be presented.
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On the premise that, in any event, certain resources mus:

be ex.ended to achieve anti-jamming capability, it is important

-o first address the question of how one measures ECD1 effective-

ness. Perhaps the most commonly used measure of .3rotection

against jamming is a quantity known as the processinz gain.

In the following pages, after defining Processing Gain and its

concomitant system measure, Jamming Margin, we will show how

singularly misleading this measure can be in general and, in

particular, when assessing the performance of frequency hopping

systems.

A.Z. Processing Gain

The notion of processing gain (P.G.) derives from the fact

that a signal to noise (jammer) ratio improvement can be

obtained by a receiver which possesses a replica of the wideband

modulation carrier by correlation or matched filter processing.

This is shown in Figure A.la where, for illustration purposes,

the broad band process in a pseudo-noise (PN) sequence. The

pseudo-noise at the transmitter causes the transmission to be

spread and a bandwidth BRF which is large compared to the data

bandwidth, B3. Correlating the received signal with a replica

(time synchronized) of the transmitted spreading signal causes

the resulting signal to "coherently collapse" in bandwidth to

that of the data spectr'm.

Subsequent post-correlation filtering then permits all

of the data spectrum to be recovered while accepting only a
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fraction 3R.=/3, of the inter-fering signal, This description

is one of many ways of vie'ing the achievement of the pro-

cessing gain and is easily formalized at baseband as follows:

Transmitted signal - s(t) Xt) dCt)

here XCt) - pseudo noise

d(t) - data

Receiver correlation output R(t):

rCt,:) - [XCt)d(t) X(t-t)] * hCt)

Where * h(t) denotes convolution with the impulse response

of the receiver filter and-: is the local time offset which

is adjusted to zero during the process of acquisition and main-

tained near :ero by tracking loops. The receiver output is

then

r(t) - d(t) * hct)

or, in terms of the Fourier transform,

R(f) - D(f) H-H(f)

so that if D(f) O for IfI>BD it is possible to choose

H(f) . V ; If I < B

and thus

r(t) - d(t) [data recovered]

An interfering signal, not matched to xC(t) however will yield:

rlCt) - .N(t) -X~t) * hCt)

Yhere, if N(t), the interferi:g signal is a narrowband spot

frequencv jamer, say, then the mean squared power out of:zhe

correlation receiver becomes
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and if $xCf), the power spectrum transmitted bandwidth we

have

S Cg) N

and finally
-2 2 BD

Where a- input interference power which we observe to have

been reduced by the processing gain, i.e.

B RF
P.G. " D-

D

While the processing gain concept and the analysis

leading to it is valid, the number has only a second moment

interpretation. That is, tLe processing gain can only tell us

how much advantage we gain in average interference power

that finally is allowed to pass through the correlation

receiver. By itsel, the processing gain cannot be used as a

measure of performance in digital communications. However,

with some care, and under certain circumstances it is possible

to obtain meaningful anti-jamming performance measures from

the processing gain. For example, for long binary PN sequences

which, when filtered behave like Gaussian noise, the probability

of error can be estimated by:

PCc) - f'(yP.G) (A.1)

Where
s_ signal Dower

jamming power
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II
and fC() depends on the modem e.g. tor non-coherent FSK

fCx) a e.x--x CA."3

for coherent binary PSK

f Cx) a ertc

for binary DPSK

f(x) a ~.exp- X A.4

as show-n in Figure A.1b.

Thus, to achieve a bit error rate (3.E.R.) on P(s) o 10

we require

x - y • PG - 9.6 dB

now if ?G - 30 dB (1000:1 bandspread) then we could tolerate J/S

of 9.6 - 30 - '0.4 dB. In other words, the jammer would

require more than 30 dB or 100 times more power at the receiver

before the performance of 3.E.R. - l0"5 would be degraded!

Indeed, except for the ommission of implementation losses and

the approximation of the filtered PN sequence as Gaussian noise,

this calculation can be used to compute a direct .erfiormance

measure, i.e. B.E.R.

The protection ratio afforded by any spread spectrum system

is theoretically determined by BR,/RD where Bpr is the radio

frequency bandwidth and RD is the data rate Cbps) (and is also

the nominal bandwidth 3t that would be required to transmit

binary data without spreading). The protection ratio is simply

the theoretical advantage on ,roce~sinz jL1 that a desired

signal (that is matched in frequency, code and time) has over

a jaming signal Cwiaeband noise over the band, or a szot,
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single or multiple frequency) that is not properly informed.

ThMat is, for the same received signal power the desired signal

will emerge, after processing, with BRF/TD more power. than :he

jamming signal. Or,to put it another way, for the jammer to

affect a response equal to that of the desired signal, he would

have to provide BRE/RD more power than the desired signal. Thus

if Gr  then (J/S) out - G (J/S) in,wdere (J/S)ou: is the

output jamming to signal power.

The theoretical processing gain, however, is not, by itself,

a measure of how well the system is capable of perf-norming in a

jamming environment. For this purpose we usually introduce

the ideal of namminz margin (M.). This is the residual advantage
3

that the system has after we sub tract (in dB):

1. The minimum (S/N)out necessary to achieve the transmission

performance required. (Typically, this would be specified in

terms of Eb/No, the energy (joules) per information bit divided

by the "noise" spectral density in watts/HZ required after the

processing gain to achieve a specified probability of error).

2. The implementation loss (L1) due to imperfect timing,

correlation, etc.

S. The loss in protection (L.) that would be incurred

b a more intelligent jammer that takes advantage of ".nowledge

of the system which allows him a greater degree of- penetration

than that obtainable by brute force CW or noise jamming.

Thus in decibels,

M Gp ()* - L L
j out

For example, if - 500 Ki, R 16 K.2ps,
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then

Gp 5 -x13  9.72 dB

Typically, L1 - 1.5 - 2 dB

Bb S

I () 10 dB CFor BER - 10 z, BPSK no coding)
o7 out

say, L- 2 dB due to partial band jamming

Then

M. - 9.72 - 2 - 10 - 2 - -4.28 dB

This means that the system will operate within the prescribed

performances (BER < 10"S) up to the point when the jammer

power is as much as 4.28 lower than that of the desired signal

at the receiver input. If the jammer power is larger than

this, than although the processing gain still appears to favor

the desired signal, the performance will drop below the require-

ments (BER < 10"6).

Several additional points should be made:

a. In a complicated signal structure involving FH, PN,

TH, Gp may not be Br,/RD but it certainly will not be greater

(against a noise jammer). Gp, in fact, implies a reference

jammer which is usually taken as stationary Gaussian noise

all of whose power is uniformly spread across the bandwidth in

question. This defines N in watts/Hz once BRF is specified.

b. The loss due to an intelligent jammer depends strongly

on the perceived threat. That is, it depends on how much value

an enemy is willing to place on taking advantage of his knowledge

cf the system (it is always a tacit understanding that an enemy
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knows the system design and the only thing denied to him is

the code of the day). Z2f the enemy choses not to take advantage

of this knowledge then his use of brute force noise or (.'I will

cost him L dB (or, we can pick ur the Ld 3 to our jamming

margin or reduce our B requirements, etc.)

c. The C )Su can be reduced (thereby increasing M

for specified Gp or vice versa) by the use of coding. Typically,

we can pick up anywhere from 2-S dB with coding. That is,

to achieve a specified probability oif error it may require

2 to S dB less ( out and this may be used to increase

or reduce G required for a given Mj. It should be noted that

ior a frequency hopping system it is usually essential that some

coding be used because the protection ratio provided by that

method, being effectively an evasion eactic, may not be effective

even against a spot jammer since all the jammer must do is to

degrade the system performance beyond the acceptable range.

Thus if a frequency hopping system uses 100 frequencies, a

spot jammer sitting on one of them will cause an average error

rate of 10"z . Even though it appears that the protection gain

achievable is ZO dB, the system is totally vulnerable. Coding

forces the jammer to occupy many frequency slots and since he

doesn't know the pattern, wiping out just a few of the code

symbols still leaves the full power of the code to recover the

data. Since most block codes (including Reed-Solomon M-art

symbol codes) are effective provided not too many syrmbols are

caused to be in error in a given block, it is usually also

necessar to interleave the data before transmission and

deinterleave it at the receiver so that bursts of errors

- ISO -



caused by a high power pulse jammer is distributed among many

blocks and the code retains the effectiveness.

d. The jamming margin provided above is based on spread

spectrum signal structure alone. Additional and significant

CIO - 20 dB or more) anti-jamming protection may be obtained

from adaptive null steering antennas which discriminates

against a jammer because of the physical separation of the

desired transmitter and the jammer. This technique does not,

in principle, require bandspreading but it is most naturally

implemented in conjunction with PN spread spectrum which

provides a necessary reference signal.

e. Finally, the actual jamming margin, M J required is an

operational specification that is, it is determined by the

perceived jamming threat scenario. Thus, if a requirement of

say, 12dB jamming margin is based on the assumptions of say,

2K' jammers deployed in a certain way and with 100 Watt

friendly transmitters, then all other assumptions remaining

the same, 3 dB of jamming margin can be gained by increasing

the power to 200 watts per transmitter. The total electro-

magnetic "clutter" caused by this move would, of course, in-

crease by 3 dB but if this could be tolerated by systems

occupying the same band then one could presummably obtain the

same performance against the specified jamming threat with

3dB less processing gain (or one half the required BRF if we

choose to trade on that).

In this appendix we hope to introduce some of the properties

and problems associated with frequency hopping and especially
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as they relate to the possible use of such systems to minimiZe

jamming vulnerability or to maximi:e ja-niing margin as defined

above. The objective is to record some analysis which is not

generally available or known and to point to the possible

pitfalls that await raive application of formulas.

A. 3. Frequency Hopping

Frequency hopping is an evasion technique by which the

"ins:antaneous" frequency of a carrier is changed pseudo-

randomly every T sec. I/T is the hopping rate and the pattern

is illustrated in Figure A.Ic where the frequencies are chosen

from the set {fi} corresponding to pseudo-random code i. 3ecause

the spectral occupancy of a finite burst of carrier is approxi-

mately l/T, it is necessary to space the separation between

frequencies by the order of l/T. Thus if there are N frequencies

in the set over which hopping takes place, then Bu, the total

range is N/T as shown in Figure A.2 where the time-frequency

occupancy is shown.

A typical implementation of the Frequency Hopping (FH)

transmitter is shown in figure A.3. A digitally controlled

Frequency Synthesizer (to be discussed later) is driven by

a PN generator to generate a pseudo-random hopping pattern. A

common way to imp.art data is to allow the least siinificant

bit CLSB) of the frequency synthesizer control input to cause

frequency shift keying of the hopped signal in order to generate

mark and space symbols. The FE transmitter could either be

coherent and presere relative phase in transitions or, as is
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more. commonly the practice, the transmitter phase is not pre-

served and we have non-coherent FH. The FH receiver is more

complicated since provision must be made for acquisition and

tracking. A simplified block diagram is shown in figure A.4.

The process of demodulation after code acquisition has taken

place is illustrated by examining Figure A.5 where the local

synthesizer effectively "dehops" the signal to a standard

FSK signal for demodulating the data.

In order to fully appreciate the properties of FM for

purposes of acquisition and spectral analysis, we shall

derive the auto correlation function and the power spectral

density of a coherently hopped signa3, the hopping pattern of which

is assured to be random.

A.4. Autocorrelation Function of Coherent Frequency Hopping

Consider a wave form generated by selecting at random one

of 2N sine functions sin (n~wt) n - iK, ±CK + 1)...±(K + N - 1)

every T seconds. Assume further that K>>I/Tw so that there are

many r.f. cycles in any one interval, T.

The total waveform can be represented by
K+N-1 

n

t) -I Ct) sin n~wtn=K

where PT(n) is a random pulse train of 1, o, and -1 so that

av.< PT( n ) >  0

and

av. -() A.)
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and Au 2iAw is the frequency spacing.

A tpical set) is shown in Figure A.6. This signal may

be generated by the scheme shown in Figure A.7.

The auto correlation function *s (t) of sCt) taking into
account the fact that K>>l is:

K+N-1
S(T) " nK pT (n) cos nLwT

(ni
Now OP is the same for all n and is readily seen

to be

O (1 - ; I < T (A.9)

T N

-o ; .> T

Hence,

1 liiK+N-1
0 (T) 1 )l cos nAwr ;-' < T (A.lO)

-. n-K

or

1' N1 K-1 -
$ -, w~( .4 Fcos nwT - I Cos n~w

-. n-nO n-0

The finite trigonometric sum has a closed form expression* so

that

K+N- 1 K _Nw
1 cos - l " w-r sin K.N

s" "sin"

-1 K
sini

AwT
sin "- -

~*See R.P. Adams Smithson, Mathematical Formulae, p. 81.
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ZK+2N-1 2K-I
( 1 " [sin ..2" Aw" - sin -. T- -. ]

s i Aw'r

,- - (l . sin ,,~w.} cosiK .' ,,w-;L "c T (A.nl)

sin -S-

Since (2K N-1) >> N the bracketed term is recognized as the

envelopoe of the autocorrelation function. Furthermore, when

N >> I then

1 C 1- t L

79sin 4w!

is in the envelope of the envelope.

Equation (A.11) can be normalized by dividing by s (0)

1/2, and setting T/T - 0. Then we get

ts(e) 0 sin N 4wTO 2K N-I-- (I- 11) sin 1 awT s 2 awTN (A.12)

- o ; lei _> 1

lel > 1

Some interesting results are easily obtained form the

bracketed function. For example the first significant sidelobe

N 3-
occurs when AwTa - Then if N is large,
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2- 0.212 CN very large)

where-----is the bracketed envelope factor of the normalized

autocorrelation 1function (A.13).

In order to avoid a large spurious peak, it is necessary

that
$in wT- 0 0 < S < I

It is sufficient that

T awT <

or",

,w < or af < "T

There are ZN lobes and an equal number o.f nulls.

A.S. Spectral Density

The power spectral density is obtained directly from the

Fourier transform of (6) The Fourier transform of a typical

term is

1 - cos nw } 1 ( ): n) *V CfA-na.))

where WP is the Fourier transform of ;, 0 )

Now,

u(1 (r) (1 l W ~
T"

Hence the two-sided spectral density of the frequency-

hopped signal is:
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W T K N-- ,sin T(f-n Af C sinr.T(f~n&L 2 (A.15)

A typical spectrum for the case 4 f 2. N isshowni

Figure A8.

Notice that

f Ws(f)df -s(o)

which is the mean-squared power of the signal.

Exam o le

For the case N = 16 and the frequency separation Af

is , :he envelope normalized autocorrelation function
T

{O16C.)}/016(o) is plotted in Figure A.9. The dotted curve

is the envelope of the sidelobe peaks. The first significant

sidelobe has a normalized amplitude of 0.212 which was shown

to be the maximum possible. The reason for the large central

peak is due to the fact that Af does not satisfy condition

(A.14). Physically, the peak occurs because the frequencies

chosen all have a period dr which is an exact even submultiple

of the quanti:ing period T. Therfore at exactly a shift of

7 T/2 or e - 1/2, all the frequencies are in phase again.

This central peak would not occur if Af - 1/T.

The curve of Figure A.9 can be applied directly to a

practical frequency hopping system. For example, it applies

to a system using 16 frequencies separated by 100 KC and hopping

at a 50 KC rate.

The large centralpeak of Figure A.9 would be extremely undesirable
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for acquisition since a false lock condition would occur with

high probability. This coupled with the fact that the spectrum

is no: smooth (see figure A.8) neccesitates that we choose

f * 1which insures 1) no spurious peak 2) smooth spectrum

3) orthogonali-y of the frequency bursts for good discrimination.

For Lf - 1, the autocorrelation function is shown in Figure A-10.

A.6. Alternate Derivation of the Autocorrelation Function

The derivivation given above is appealing because of the

fact that it follows the physical means by which the signal is

created. There are, however certain rough spots so that the

alternate more rigorous derivation is warranted.

The autocorrelation of stochastic process s(t) is defined

as

Os (Cif,:,) -B[s(t 1) x s(t2)J * JJ p ss)sis 2 dsidsz

where E is the statistical expectation and p(sI s2) is the joint

probability density of sCl) and s(t2) and

"s(tllt2) a EIsCtI)] x E[s(t 2)] - o tI- >T .

since

E[sCt1 )] - .[s(t 2 ) ] - 0

If t and t2 are in the same interval, then p(sl,s2 ) - 0

except when s Ctl) and s C 2) are on the same curve in which case

P(Sls,) is the probability of the curve. if there are 2N

curves

S n(t )SnC) Where P is the probabilitv=s(tl' 2)  l i Sn 1 .c' "n•

of the curve.
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if all the curves are equiprobable P Now ifn 2N

s sin Awt, n - :K, :(K .),..., :(K + N - 1)

{sin nat l ~ wt2}
n-tK

t Z (+NN-1)
s s 2 TN' (Co naw (i n~t I -i hos nAw t 2},)

1 2

and

( , 1 ±(K+N-l) {cos nw' - Cos nAw (2t 1

n:=K

K N-I1 L {Cos nAw T - cos nbw (2t1 + ')
77n-K

If the process is stationary t1 is distributed uniformly

over [o, e]. Therefore, we wish to averate 0. (r',t 1 ) over t .

This is done by integrating over the shaded areas of Figure

A.11 where o (tl,t 2 ) and % (-ztl) possess non-:ero value.

Hence for Tr > 0

11

K - (T -T) Cos nAw T = sin naw (2t +r) 1] - '

n=K 0  l 0

1 K N-I 1
1(, n! {'"1)wO T sin n~w-zl (A.16)

n-K

Now if K Y.w the second term may be dropped and

K N-l
:s-:. (1 - T) L cos hAw- ; 0 < c T (A.1')

n-K

-o 0 ; > T
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Since (r) is an even function (A.17) is identical with (A.10)

A 7. Correlation Function for Non-coherent FH

For reasons having to do with rapid acquisition, it is

common to have the receiver in a FH system operate incoherently.

That is, the correlation operation for dehopping is followed

by a square law or an envelope detector so that the phase of the

r. f. signal is not relevant to the detection process. The

consequence of this is that the fine structure of the corre-

lation function is obliterated. A simple calculation can show

this phenomenon. The diagram of figure A.12 shows the basic

receiver structure where the local F synthesizer is s'Ct r)

and is a r-shifted version of the received signal s(t) and

has random phase .relative to the received signal.

Thus

s(t) 2 pCn)(t) sin n Awt (as in A.5)
n

sI(t)- p (n)(t) sin (nAwt + Tn)
n

I are uniform CO,2TT); i.i.d.

then the (cross correlation function of s and s' is

rss ,(t) - { s(t) s'(t+)dt
period

1 1.-1I 1 -
i - ) ) Cos (nAw-,In)

for , and appears at pcint A. Next, consider that the

non-coherent detector performs a squaring and averaging so

that the output (at B) is
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n

The overbar indicates expectation or average and is clearly

equal to zero so that finally,

* (1 < T

as shown. The lack of fine structure allows for much cruder

timing adcuracy than would otherwise need to be the case for

acquisition or tracking. The non-coherent autocorrelation function

resembles that of a PN direct sequence with one exception. The

reciprocal of the width of the autocorrelation function which

is one half the hopping rate is not proportional BRF, the

bandspread. Furthermore, the processing gain Gp, determined earlier

does not depend on the hopping rate and thus for a given BRp

and data rate, RD, we can achieve any processing gain desired

even with arbitrarily low hopping rate: This is easy to see
BRF N~f

since the processing gain G - N when the data
BDATA

is modulated at 1 symbol/hop (we shall see the evil conse-

quences of this later). Thus G is equal only to the number
P

of frequencies used: This is of course appealing since

it implies that if,lor example,we use N a 1000 frequencies

and the 5amer doesn't have code tracking ability, his single

spot frequency jammer would cause interference only 1 in 1000

thus giving the desired signal a 30d3 advantage. The folly

of this reasoning is that without coding, that single spot

jammer :an induce an error rate of 1 in 1000 which may be

intolerable. As we will see later, this necessitates the use

of coding -or ?H systems. Without coding however, the achieve-
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ment of high processing gain is an illusion as rar as jamming

protection is concerned.

A.8 Phase Modification for Improved Correlation in Coherent

Frequency Hopping

In section A.4 we derived the autocorrelation function for

coherent frequency hopping. The autocorrelation function is

characteri:ed 5y many sidelobes which can present great difficul-

ties duriag sequential acquisition and also during tracking when

,,tau!, modulation or delay locking Is used. The problem a: side-

lobes is avoided by non-coherent correlation as was shown in

A.7, but with potentialloss in performance, especially in pro-

cessing gain against a partial hand jamer. I: is shownm here t.hat

a odification of the phase structure of toe local frequency

syrthesizsr relative to that of the transmitted Cor received)

signal can be used to eliminate sidelobe effects even when

coherent correlation is used. Generalizations are possible.

As in A.4 we write the input frequency hopped waveform as

SiCt) - a pKn7 s in n t [A.Sn-K T

The local reference frequency hopping signal is

K*N-I
stt TCn ] siz,[n/,Ct+r) en] [.13l]SzCt) Cnn=)

; hen, as before pCn) is a random pulse train of 1, 0 and -1

and in are a selection of deterministic phase functions which are

to be determined to remove the sidelobes in the cross correiation

.unction
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K+K- !
0C) " 7 C 1-.)cosCnAw-.e ) A. 1

n=K

The resulting function, of course, reduces to the previous

results if ensO identically for all n. In the interest of writing

results relative to the center of the band of hopped frequencies,

it is convenient to make the substitution n-M-r where r is the

harmonic number around the center frequency MAw. Then for N even,

C-- N2 cos EM ww_ + Cr4)]wt *

r--N/2

expanding the cosine and letting eru-e. we obtain*

sI )1 cose cosCr- w)&Wr(2cos MAW-) :A.19]r- 1 r

Similarly for N odd

N-iI-d -7-
0sCT) - C1--T-) 11+2 r cos8 cosr~wTJ(cosM~wr) [A.201

The last factor in each case, cos MAwT, represents the rf

center frequency. The other factors are the envelope of the

correlation function. When e r=0 identically for all r we obtain

the result in section A.4. However, if we relate cos 4r to the

coefficients of the binomial expansion we can adjust the 0s')

function to avoid sidelobes. Thus, let

cos e r 
N

*noting that

r=n/2
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and substituting ia A.19, we obtain for N even

and

NI z NI 2
Z cos[Cr-I/Z)&wt er] a Z cos . cos(r-I/Z)_wr-U"N/Z r-

TMe envelope of the correlation f-nc:ion is

Env 0 sr) = cl- .L L) El mA.
r-1

This series. may be evaluated in closed form by examining

tHe binomial expansion

0eiNWr/2,7 -iwr/Z N-ICos'-I IW . C e +
z)

1N; V- 1 iuw/ NIKwr/2

zlN-C )i\-IZ)+w/

K=0

ZlNN-i N- l NLZ).w/

K-U

since X is even this can be written

N/-- C4NKI icN-I-2K)Aw-/Z
K-a
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N/2-1.N-NN-1K eiCNi'2K]Aw'/"
K 0

where we have changed the index of summation in the second series

from K to N-i-K. Now since C - N-1K we have

SN/2-i -i
- CN-1) cosCN-l-2K)Lwr/2

letting r = N/2-K

N N/2-1
2 K NIrZ_ r  cosCr-/2)4w [A.Z2]

Equation A.22 contains the summation in the envelope of

the correlation function, and we can finally write for N even

Env 0 CT) = CI-'+I ) . 2N-2 . cosN- i LWr/2 (A.23]

and for N odd,

N 1 l-( N 2-l N-i
cos N wT/2 *1\.C+2 4 1 ) cos K.wr)

K-i -

and we would choose Csee ecuation A.20)

cos er N-i/Z-r

In either case the envelope of the correlation function given

by A.23 in the range I-!<T and zero elsewhere is strictly a

nonotoni- function in this range with no sidelobes. A normalized

-lot of this function for N=i6 and TO.9/Af is shown in figure
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A.13. The required relative phases of the hoppiang frequencies

is sbown in figure A.I6.

The implementation of such a correlaticn requires that -he

receiver frequency sy-ntlesi:er adjust the relative phase o_- the

selection frequencies such. that th e r frequency from the center

of the band has a relative phase

ra cos- IN1 [A.24]

for N even and

r c~-l N-l
5 Cos N/?r AS

for N odd.

Actually, the binomial phase law[A.24] and [A.ZS] is similar

to the technique used in phased antenna arrays to eliminate

sidelobes. Extensions to this technique are possible. If

the amplitude of the individual frequencies that are used for

local correlation are also amenable to variation, a possible

advantage here is the prospects of obtaining very narrow auto-

correlation functions for frequency hopping which can then be

used for accurate timing and/or ranging.

A.9 Partial Band J&ammin

It was established previously that although the processiag

gain of a frequency hopping C.H) system is N, the number of

frequencies used, that the probability of error or bit error

rat3 CBER) is 1/Nif we transmit at the rate of 1 bi: per hop and

the jammer transmits on one frequency. This is an extreme case

of partial band jamming since the jammer needs only to concen-
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trate all Lis power at one frequency. A more extreme case

ensues if the frequency hopper uses non-coherent FSK signalling

with deterministic or adjacent mark and space frequencies. Under

these circumstances the jammer need only detect the instantaneous

frequency and transmit the other frequency. Thus if a mark

is sensed then a space is transmitted and vice versa. Indeed this

regimen will degrade the BER to a totally useless 1/2. This

illustration points out the need at least to pseudo-randomize

the mark-space frequencies. This is especially the case under

slow hopping where a potential repeater jammer has ample time

to measure the received frequency and take appropriate action.

In order to fully appreciate the effects of partial band

jamming we will consider several modulation schemes incorporated

in F.H. systems and the effects of a band of tone jammers.

To begin, suppose we have uncoded binary coherent phase shift

keying CPSK) and the signal is

st --T= cos(w0 t) [A.261

Then a jamming frequency will cause a bit error if it is:

1. on frequency wo

2. of phase and magnitude to cause a polarity change

in the output of the demodulation.

The jamming signal, if censored on w0 is:

j(t) 7- cos Cwot-e)

where Ej is the total jamming energy/bit spread among K carriers

and i is unifor-mly distributed bewteen 0 and Zr. The probability

of a bit error is therefore equal to

P(c) a P(jammer produces error jammer on frequency)

-207-



PCjammer on frequency)

a P ( C'- cos i < 0) K

Sos- b N;o K'o

0o Eb N

0 ( Z7'

Where it is assumed that the jammer phase is uniformly distributed

CO,Z,.) and where J . E /N is the jammer density since it measures

the jammer power at each frequency if the total jammer power were

equally spread amongst each of the N hopping frequencies. From

A.Z7, it is apparent that their exists a K/N which maximi:ed PCz).

Treating K/N as a continuous variable for simplicity allows us to

find the maximum. We can differentiate and set the result equal

to :ero when the maximum falls inside the boundaries 1/N<d.

Whether the maximum falls in this range depends on Eb/Jo as

depicted in figure A.1S. When Eb/Jo is very small the PCz)

versus K/K cause is dominated by K/7rN and it is seen that the

maximum within the boundary occurs at K/N-l. The actual maximum

value of Eb/Jo for which this condition holds is Eb/J 0.64

(--1.9dB). Beyond that range the peak P2() occurs inside the

boundaries until b~/No-O. 64N. The resulting maximum is then

given by
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Ff'_

1/,r cos-' 4 ,- " b/Jo_ 0.64; K*-N

max Cc) 0.13

max ; 0.64 < Eb/Jo i 0.64N; l<K*<N

1/ cos-' 'b/4 T ; Eb,/Jo > 0.64N; K*-N

Where K* is the optimum number of jamming frequencies to do the

most damage i.e. maximize Puz). To illustrate, suDcose N=1300

frequencies, then for Eb/JO < 640 (-23.1d3) there exists a strategy

for the jammer which does not require him to spread his power over

the entire band of 1000 frequencies. If, for example, zb/Jon1o

ClOdB) then such a strategy can induce a PCz) = 0.013 which is

unacceptable. Recall that for Bb/No-10 in Gaussian noise, P(c)<10-

All of the above discussion was for uncoded, coherent binary

phase shift keying with random frequency hopping for ECCM, and

discrete, partial band tone jammers. Coherent BPSK was used to

illustrate and highlight the mechanism in a way which is trans-

parent and easy to comprehend. The same analysis can be carried

out for non-coherent nonbinary, FSK, DPSK, etc. and for parcial

band noise jamming as well with the same dismal results.

Since most frequency hopping systems do employ non-c.rherent

detection, a simple calculation with partial band noise jamming

is useful in highlighting the phenomenon at work. For non-ca-

heren: FSK in full band Gaussian noise with power spectral denstiy

NO waZts/t,", the minimum probability of error receiver achieves

PCc) - exp C-b/.No)
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Now if a two level additive noise has power density

N0o/p in a fraction 0<p<l of the band

and

a in a fraction 1-p of the band

Then a random frequency hopper will encounter this noise density

witb, probability p and will be Cvirtually) noiseless or error-free

with probability 1-p. Thus for this partial band jammer

PCe) a p/2 exp-Cp Bb/ZNo)

Cp here plays the same role as K/N did in the partial band tone

jammer above). it is apparent that the p which maximi:s PC-)

is p - ZN o/Bb<1 or

1 1 0.37maxP c) > b-

With.equality when Eb/No a 2 in which case full band (p-l)

jamming is required to induce the given probability of error.

As an example, again take Eb/No-13.7d3which, recall results in

P( ) < 30 " for full band Gaussian noise for noncoherent FSK.

A partial band jammer occupying a fraction p-O.2 of the band

(optimal) will cause the error rate to be 0.016 which is totally

unacceptable. A different way to look at this issue which

is even more dramatic is to ask what Eb/No is, in fact, required

with the worst case partial band jammer to achieve 10- error rate?

It can be shown that there is no worse distribution than

two level.
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The answer is 45.68dB! The use of multiple level signalling

actually makes matters worse sltce if we employed M-ary FSKC,

the results for P(s) would be multiplied roughly by CM-l)/Iog.M.

The basic behavior in either case Ccoheren: PSK(, non-co-

heren: FSK) is the same. The error rate reduces only inversely

with '2 rather than exponentially as is the usual situation with

wideband noise. This phenomenon is characteristic rot only of

partial band jamming but of Rayleigh fading as well since the

effects of the two are very much related. With this inverse

behavior signalling can be virtually distrupted with quize little

power expenditure on the part of a jammer. The only solution is

to devise a modification of the data encoding on the frequency

hopper which would force the jammer to spread and so that he will

achieve no advantage from partial band jamming. Two techniques

are available. One is diversity. I.e. send data in a multiple

such as on different frequencies. in frequency hopping this is

readily achieved by having a bit sent over the duration of many

frequency hopping "chips". This is known as bit-splitting and

it has the effect of preventing only a few spot jammers from

obliterating any bit but it reduces the data rate accordingly.

The second method is coding. This too requires effective bit-

splitting but if the codes chosen are sufficiently powerful then

it may.be possible to achieve the desired performance without

sacrificing the data rate. Indeed diversity itself is a repe-

tition code which is not optimum in this sense.
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A.lO Coding for Frequency Hoppin2

Because partial band jamming can be so effective against

a frequency hopper, it is natural to inquire whether channel

coding can help to mitigate the hazard. It will be shown that

even simple codes such as repetition codes will work, but more

importantly, that with coding it is possible to achieve not

only the full practical processing gain expected of frequency

hopping but that a coding gain can be reali:ed on top of everything.

To illustrate the ideas succinctly we will use a simple

odd-repetition binary code to show how partial band jamming

strategies can be made ineffectual. Consider a "slow hopping"

transmitter that takes 3 hops to present one information bit.

Then a noncoherent dehopping receiver can use a majority vote

decision rule to decide a bit. That is, the receiver announces

a binary "I" if two or more "I"s appear in a triplet of three

hops. Since the three hops during one bit are pseudo random, a

single spot jammer with power equal to that of the received signal

cannot cause an information bit error since this jammer will at most

wipe out or cause an error in one out of three chips making up a

bit and majority logic decision will always be correct, providing

that the frequency triplet is distinct. It, in fact, now requires

at least two spot jammers to cause a possible error, (if the two

spot jamming frequencies happen to coincide with 2 of the 3 hop

frequencies and to cancel them, due to fortuitous phase relationships.)

For example, if there were Na!O00 random frecuencies and

one jammer, the probability of a bit error is then Pe ( pZ(l-D)

* () p3 = 3 x 10"6 where p 10.' is the probability of a spot
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match. This is to be compared with P if we had no

repetition code. This result, which gives close to three orders

of magnitude improvement is no: surprising since the data rate

has been reduced by !. Therefore, in terms of processiig gain:

.'r an if " -;- P. 3 P.G. This is a

BDATA difa

4.7 dB increase. If there is bandwidth to "burn" then repetition

codes do offer protection for a frequency hopper agaizst partial-

band jamming.. A design example will illustrate.

Design Examv~le

Let R a Binary data rate

Bp a Radio frequency Cone-sided) bandwidth

N - Number of frequency hop channels

T - Hop rate

M - Number of hops per bit

J - Number of spot jammers

It is assumed that each of the spot jammers is of sufficient

power to cause a chip error if the frequencies collide.

Then P= M3) pM/2] where p J/N and £x] - smallestJ

integer > x. Then since orthogonality requires that N - BT and

a , combining terms we get:

J-R rA2
J JMR

P |

and P M [/ -A. 23)
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We usually specify Pe' R, and B and we need to solve for M

necessary to deny the jammer a partial band advantage. instead

we will illustrate the behavior with M of Pe with the 3/ as

a parameter. This is illustrated in figure A.16 for BRF

10M: and 40 MWz. The minimum at 10 MHz occurs at about M - 5

while at 40 MHz Pe is minimized at about M - 11. The information

rate is fixed at 1KBPS and the number of jammers is assumed to

be 100. With even greater bandwidth a lower Pe is achievable

but the data rate rem-ins the same. The problem is that this

repetition code is very wasteful of the bandwidth since similar

reductions can be obtained by the use of a more sophisticated

code.

To achieve a large distance between codewords with more bits/

chips, (more than I/M as in repetition codes) it is advantageous

to use a multialphabet code. Multialphabet codes are natural

for frequency hopping since it is straightforward to identify

each of the alphabet symbols by a particular frequency. Fo- z.ary

alphabet with q p (a prime raised to any integer power) the

class of Reed-Solomon (R-S) codes can be constructed with (n,k)

(q-1, q-d). n is the number of channel digits, k is the number

of information digits, q is the alphabet size, and d is the minimum

distance, such that the codewords have the greatest possible

minimum distance for a specified (n, k). In this sense the R-S

codes are optimal. For example if q * a 8; d a 6; (n, k)

(7, Z) then a codeword consists of 7 octal digits, two of them

being info-mation digits. Thus a seven digit werd contains 6

bits and there are therefore 26 8 * 64 codewords. Since the
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Figure A. 16

Efficiency of' Re.pettcjo

codes agaimst =aot la~ers
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distance is 6, a j er must cause at least four errors to result

in an undetected sym, 0l error. A repetition code would have

required 9 chips for e same performance. This is a savings of

2/7 or 28%.

The R-S codes have he further property of 1) being almost

orthogonal, 2) being easil encodable, and 3) having a sufficient

algebraic structure to allow for a variety of decoding algorithms.

The R-S codes are constructed using a finite 2n or GF(2 n )

arithmetic. For example for the arithmetic of 25 . 8 elements

the multiplication and addition table is shown in figure A.17.

The encoder is a mapping of octal doublets (6 bits) into octal

septuplets. The seven elements of the odul codework C1 , C2 ,

C3 , C4 , C5, C6 , C7 are obtained from the two data elements a, 0

by the equations

CI  + 6 CS  + 66 ,

C 2 a a + 4 C6 " .76

C3 - a + 2S C7 " + 36

C4 a C + 5S

where m, 8 are elements of GF(2) and satisfy the addition and

multiplication table of figure A.17. The implementation using

binary registers is shown in figure A.18. Reed-Solomon and other

nonbinary codes are ideally suited to being implemented in a

frequency hopping system since the alphabet symbols can be

represented by different frequencies. For example, in figure

A.1S, the eight digits are represented by eight offset frequencies

separated by 2A Hertz. Thus the operation of the encoder in this

case and shown in figure A.18 proceeds from capturing a block
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Figure A.17

R-S CODE ARIh',M'.ZC ON OCTAL DIG-TS G? (8)

x 1 1 1 2 1 3 4 5 67

a a a a 0 0 0 0

1 0 1 2 3 4 5 6 7

2 0 2 6 4 5 7 3 1

3 0 3 4 7 1 2 5

4 a 4 5 1 2 6 7 3

5 0 5 7 2 6 3 1 4

0 6 3 5 7 1 4 2

7 0 7 1 6 3 4 2 5

+ 0 1 2 3 4 5 6 7

1 1 0 3 2 5 4 7 6

2 2 3 0 1 6 7 4 S

3 3 2 1 0 7 6 5 4

4 4 5 6 7 0 1 2 3

5 5 4" 7 6 1 0 3 2

6 6 7 4 5 2 3 0 1

7 7 6 5 4 3 2 1 0
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Figure A.18

A-S ENCODER

C, - C + Cs - a + 6s

C2 - a + 40 C4 - + 7s

C3 - a + 28 C - + 38
C4 - a + 56 5, ar = (8)

-0 1C C: C C C~ C. C

I -1 1 0 01 1

'.)61 o 11 o o o
1200. 7 0 3 2 6 4

8 CODEfORD

DIGITS FREQ (f + )

74

6 sa

5 34

4

3 -

2 -36

1 ..... ..... -54

0 q-74
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of 6 data bits (2 octal digits) given as a, z 101, 100 and

yielding seven octal digits 170326-. These later digits in -ur

induce a frequency hop shown as a typical word in figure A.19.

The numbers and the transmission format are those used in TATS

(Tactical Transmission System). A block diagram of the. transmitter

in figure A.ZO shows not only the R-S frecuency hop code

but the major frequency hopping which can be invoked when A/J

conditions required it.

Figure A.ZI shows the receiver-decoder. A bank of matched

filters is- used to detect the R-S symbols (incoherently). The

maximum output is quanti:ed Cfor soft decisions) and is used to

establish a received word. The decoding can be accomplished

algebraically using the Berlekamp algorithm if hard decisions

are used. The decoder may require the ability to do arithmetic

over (GFC8) and to interactively solve simultaneous equations

over that field.

A.11 Digitally Controlled Frequency Synthesis

The fundamental component in a frequency hopping system is

a synthesi:er which has the following properties:

0 Fast hopping rate (of the order of l4sec or less)

* Low spurious response

- Fast settling time

0 Digital control

All of these requirements can be met with a direct frequency

synthesis technique which can be modulari:ed into a sequence of

(frequency) divide and (base frequency) add o.erations. The
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Figure A.19a

TR;SMSSON FO.MAT (7digit R-S)

490 CHIPS 28 CHIPS 12

SYNC SOM 398 DATA
WORDS

SYNCE

Figure A.19b

TYPICAL WORD (MINOR HOP PATTERN)

Tc

74 Tc - loms
4-,,50HZ

BW 160 - 800

34 a R m--66 - 75bpS
8Oms

-4 -- " TO' 312.5ns

-34 4 1.6KHZ

BW 25.6 KHZ

5A R 6  - 2400 bps

-74,

1 7 0 3 2 6 4
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Figure A. ZO

Frequency Hopping Transmnitter with R-S Encoding

TOIIO10 ft fH
170326.

=-C

OUTT

CLOCI - E
SMT

9000 13Z
10 \SZ
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Figure A.21

RECEIVER! DECODER

ACCTIM

f 7, mOP
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basic idea is illustrated in figure A.ZZ. Here we see two stages

of a possible S stage system. The K base frequencies and the

K-" subharmonic of the center frequency, f may all be derived

from a single master oscillator. At each stage there is a

mixer-band pass filter which serves to derive the sum frequency

of H input followed by a divide by K frequency divider. The

divider is omitted in the last stage. A gate selects which one

of the K base frequencies is chosen at each stage. Thus the

control bit at each stage consists of log7 K binary digits.

An examiale here illustrates the operation of the synthesi:er.

We wish to construct a selection of one of eight frequencies,

spaced by I Cunit frequency) and having a band center of 10 (f6-

10). Figure A.23 defines the problem and shows that the t-,'

base frequencies f1 W 3 and f2 . 7 are required if 3 stages are

used (2 - 8). The details are further illustrated, in figure A.24

where we follow the outputs of stages 1, Z, and 3 respectively to

finally achieve the objective. Notice that the control in this

instance is 3 bits, one per stage. Had we employed say 10

stages with one bit each we would have achieved Z10 . 1024

frequencies. Alternatively we could have 2 bits per stage and S

stages for the same result. tn that case four base frequencies

would be necessary but faster settling time would be achieved

since the signal would have to propagate through half as many

filters and frequency dividers.

We sumarize by listing the advantages and disadvantages

of digitally controlled synthesi:ers currently available.
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STAGE 1 STAGE 2

LaMix BPF +K !MIX BPF +KI

+ -

*GATEf1

BINARY I BINARY
CONTROL I CONTROL!

1 7

K base freq spaced cf and symmet-rical about fcx
Number of output freqs

•N - Ks

S a # Stages

Output Spacing Af 6f

o b , xs- ,

Figure A.22

DIGITAL CONTROLLED FR.EQ SYNTHESIS (ITERATED

DIVIDE AND ADD)
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Figure A.23

FREG SYNTIESIS - MXUPLE

K - # base freq.

df base freq. sepaatia

f¢ - center freq.

af = Ks - Af

If K 2, s - 3 then Sf - 44f and 1 =2 3  8

Suppose f4=1, then f = 4

Suppose f*" = 10

Then choose base f!=es s.t.

K

OR

fl 3 , f2 =7
f (3f 7

-4)
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Figure A.24

Frequency Synthesis Example - Cont.

STAGE 1

I,'PUT (S) CONTROL ) ADD +2

5 0 3 8 4

1 7 12 5

STAGE 2

4 00 3- 7 3.5
4 01 7 11 5.5

6 10 3 "9 4.5

6 11 7 13 6.S

STAGE 3

3.5 000 3- 6.5

3.5 001 7 - 10.5

5.5 010 3 - 8.5

5.5 011 7 - 12.5

4.5 100 3 - 7.5

4.5 101 7 - 11.5

6.5 110 3 - 9.5

6.5 11i 7 - 13.5

6.5 7.5 9.5 10.5 11.5 12.5 13.5

000 100 010 110 001 101 011 111

1
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DIRECT SYNTHESIS ADVANTAGES

• Fast switching (0.l; sec) and settling time

" Extremely fine resolution (10 - H: or better)

" Good spurious rejection (60 - 100 dB)

" Low phase jitter

- Wide bandwidth (>10 2 MHz)

. Digital control

- Modular

DISADVANTAGES

. Limited percentage BW

. Large number parts

• Cost

A. lZ Frequency Hopping Acquisition and Tracking

One of the principal reasons for using frequency hopping

as a means of spread spectrum is due to the fact that very rapid

acquisition is achievable without sacrificing processing gain

during the acquisition process. Perhaps the simplest acquisition

process to examine is the sliding sequential search similar to

that used in PN sequence acquisition. In frequency hopping,

the autocorrelation function width (in seconds) depends only on

the hopping rate Csee figure A.lZ) as it does in direct sequence

signals. Unlike direct sequence signals however, the processing

gain is not determined by the hopping rate but rather by the

number of frequencies used in the pseudorandom hcp pattern.

This allows us the flexibility of having a slow hop with broad

autocorrelation iunction and consequent broad timing tolerance for
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rapid acquisition, while still permitting full and arbitrary

processing gain to be achieved by using a sufficient number of

frequencies. The acquisition time is given by

Ta k sec I chios
acq n; p T sec

where k - # bits/chip searched

R - # bits/sec (data rate)

T - duration of a chip (sec)

St - timing uncertainly (sec)

The expression for acquisition time assumes that either we

have previously acquired and have lost signal so that reacquisition

is attempted with an accumulated timing uncertainly of 6t seconds

or else that some prearranged preamble begins the acquisition

sequence but an uncertainty of St seconds is introduced in the

process. The acquisition time is simply the time it takes to

search the 6t seconds. In terms of chips this is simply 7 chips

in order to integrate over the data rate so that full correlation

processing gain is achieved, we must spend k seconds for each

chip that is searched. As an example for fast hopping, suppose

k a 3, R lIEBPS and T = lu sec (hop rate of 1 MH:). Suppose

that clock stability is 0.1 ppm (10- ) and communication is

disruptedfor 10,000 seconds (<3 hrs) then 6 t 10 x 10 1 Ms.Ims
Then the clock drift would have accumulated at most =Us a 1000

chips. Since we must spend 3 ms/chip the acquisition time is at

most 3 seconds. Por the same example, if we needed a processing

gain of '0 dB we woudl use 10 frequencies of a total bandwidth

of 10 M:z. If we needed SO dB we would use 10" frequencies, etc.
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. Constant envelope r.f. signal makes linear power ampliers
unnecessary

- Near , far ratio tolerable - 10
(" 20 dB loss for line of sight radio link)

- Most jammers equivalent to noise

" Timing accuracy needed <0.1 BR "

" Frequency accuracy needed <0.1 R CR is data bank rate)

" Slow acquisition unless parallel processing on matched
filters are used.

• Tac q = 3 x (P.G.) x it (St is timing uncertainty)

- Effective against "look-thru" repeater provided codes are long

. High spurious responses when partial period correlation
takes place or when data rate is integrally related to code
repetition rate

- Code imbalance and/or equipment misalignment can obliterate

anti-jam protection

Frequencv Hovving

* Almost arbitrary band spreading is possible. Can cover
entire technology band. Ex. B - 1.S GHZ at 10 GH, with
1SO0 frequencies spaced 7,HZ apu.

* Processing gain is independent of hopping rate

* Effectively an interference avoidance scheme rather than an
interference averaging system

* No code imbalance or equipment alignment problems

* Constant envelope signal
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The acquisition time would still be 3 seconds. By contrast, if

a direct sequence system were used that required 40 dB of processing

gair with the same information rate (1kBPS) then a PN chip rate
7of 10 H: would be needed. Using a serial search over 1 ms

requires that we search through 1 ms/0.!us - 10,000 PN chips.

At 3 ms/chip this would require 30 seconds. For slow frequency

hopping, the result is even more dramatic. For example if the

hop rate was once per millisecond then the acquisition time for

the frequency hopping system-would be 3 ms! Slow hopping has

the disadvantage of being vulnerable to repeater jaming.

Frequency hopping acquisition also lends itself to even further

improvement in acquisition time (as does PN direct sequence

spread spectrum) by the use of multiple processors and matched

filters-.

A.13 Comparison of PN Ditect Sequence and Frequency Hopping

We conclude this appendix on frequency hopping by a brief

point-by-point comparison of the benefits of frequency hopping

and PN direct sequence spread spectrum modulation. -

Pseudo-Noise

" Binary shift register generators

" Current-day limit BRF - 100 - 400 MHz

" Effective against multipath greater than 1 chip

" Suitable for accurate ranging and timing

" Selective adaressing possible for multiple access
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. Partial band jammer may be effective unless coding is
employed

0 Lends itself well to nonbinary coding which is effective
against burst errors

0 Selective addressing possible

- Timing accuracy required is <0.1 T CT is the chip
inferred, seconds)

F Frequency accuracy required is <0.1 R

- Near + far ratio tolerable -i3

" Slow hop rates easy to achieve and permit very rapid
acquisition

" Tacq = 10 R I (milliseconds)

" Not suitable for accurate ranging and timing

" Fast hopping requires an expensive digitally controlled
frequency synthes iser

" May be used as a preamble for fast acquisition of PN system
or in hybrid configuration

-i -


